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Coupled Diffusions: Liquidity Model

X
(i)
t , i = 1, . . . ,N denote log-monetary reserves of N banks

dX
(i)
t = b

(i)
t dt + σ

(i)
t dW

(i)
t i = 1, . . . ,N,

which are non-tradable quantities.

Assume independent Brownian motions W
(i)
t

and identical constant volatilities σ
(i)
t = σ.

Model borrowing and lending through the drifts:

dX
(i)
t =

a

N

N
∑

j=1

(X
(j)
t − X

(i)
t ) dt + σdW

(i)
t , i = 1, . . . ,N.

The overall rate of borrowing and lending a/N has been normalized by
the number of banks.
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Fully Connected Symmetric Network

dX
(i)
t =

a

N

N
∑

j=1

(X
(j)
t − X

(i)
t ) dt + σdW

(i)
t , i = 1, . . . ,N.

N=10

Denote the default level by D < 0 and simulate the system for various values of

a: 0, 1, 10, 100 with fixed σ = 1
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Weak Coupling: a = 1

One realization of the trajectories of the coupled diffusions X
(i)
t with a = 1 (left

plot) and trajectories of the independent Brownian motions (a = 0) (right plot)

using the same Gaussian increments. Solid horizontal line: default level D = −0.7
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Moderate Coupling: a = 10

One realization of the trajectories of the coupled diffusions X
(i)
t with a = 10 (left

plot) and trajectories of the independent Brownian motions (a = 0) (right plot)

using the same Gaussian increments. Solid horizontal line: default level D = −0.7
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Strong Coupling: a = 100

One realization of the trajectories of the coupled diffusions X
(i)
t with a = 100 (left

plot) and trajectories of the independent Brownian motions (a = 0) (right plot)

using the same Gaussian increments. Solid horizontal line: default level D = −0.7
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Loss Distributions

These simulations “show” that STABILITY is created by increasing
the rate of borrowing and lending.
Next, we compare the loss distributions for the coupled and independent
cases. We compute these loss distributions by Monte Carlo method using
104 simulations, and with the same parameters as previously. In the
independent case, the loss distribution is Binomial(N, p) with parameter p
given by

p = IP

(

min
0≤t≤T

(σWt) ≤ D

)

= 2Φ

(

D

σ
√
T

)

,

where Φ denotes the N (0, 1) cdf.
With our choice of parameters, we have p ≈ 0.5
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Loss Distribution: weak coupling
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On the left, we show plots of the loss distribution for the coupled diffusions with

a = 1 (solid line) and for the independent Brownian motions (dashed line). The

plots on the right show the corresponding tail probabilities.
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Loss Distribution: moderate coupling
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On the left, we show plots of the loss distribution for the coupled diffusions with

a = 10 (solid line) and for the independent Brownian motions (dashed line). The

plots on the right show the corresponding tail probabilities.
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Loss Distribution: strong coupling
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On the left, we show plots of the loss distribution for the coupled diffusions with

a = 100 (solid line) and for the independent Brownian motions (dashed line).

The plots on the right show the corresponding tail probabilities.

JP Fouque (UC Santa Barbara) Stochastic Games with Delay UW Seattle, March 25, 2017 12 / 49



Mean Field Limit

Rewrite the dynamics as:

dX
(i)
t =

a

N

N
∑

j=1

(X
(j)
t − X

(i)
t ) dt + σdW

(i)
t

= a









1

N

N
∑

j=1

X
(j)
t



− X
(i)
t



 dt + σdW
(i)
t .

The processes X (i)’s are “OUs” mean-reverting to the ensemble
average which satisfies

d

(

1

N

N
∑

i=1

X
(i)
t

)

= d

(

σ

N

N
∑

i=1

W
(i)
t

)

.
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Mean Field Limit

Assuming for instance that x
(i)
0 = 0, i = 1, . . . ,N, we obtain

1

N

N
∑

i=1

X
(i)
t =

σ

N

N
∑

i=1

W
(i)
t , and consequently

dX
(i)
t = a









σ

N

N
∑

j=1

W
(j)
t



− X
(i)
t



 dt + σdW
(i)
t .

Note that the ensemble average is distributed as a Brownian motion with
diffusion coefficient σ/

√
N.

In the limit N → ∞, the strong law of large numbers gives

1

N

N
∑

j=1

W
(j)
t → 0 a.s. ,

and therefore, the processes X (i)’s converge to independent OU processes
with long-run mean zero.
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Mean Field Limit

In fact, X
(i)
t is given explicitly by

X
(i)
t = σ

N

∑N
j=1W

(j)
t +

σe−at
∫ t

0 easdW
(i)
s − σ

N

∑N
j=1

(

e−at
∫ t

0 easdW
(j)
s

)

,

and therefore, X
(i)
t converges to σe−at

∫ t

0 easdW
(i)
s which are independent

OU processes.
This is a simple example of a mean-field limit and propagation of chaos
studied in general by Sznitman (1991).
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Systemic Risk

Using classical equivalent for the Gaussian cumulative distribution
function, we obtain the large deviation estimate

lim
N→∞

− 1

N
log IP

(

min
0≤t≤T

(

σ

N

N
∑

i=1

W
(i)
t

)

≤ D

)

=
D2

2σ2T
.

For a large number of banks, the probability that the ensemble average

reaches the default barrier is of order exp
(

− D2N
2σ2T

)

Since
1

N

N
∑

i=1

X
(i)
t =

σ

N

N
∑

i=1

W
(i)
t , we identify

{

min
0≤t≤T

(

1

N

N
∑

i=1

X
(i)
t

)

≤ D

}

as a systemic event

This event does not depend on a. In fact, once in this event, increasing a
creates more defaults by “flocking to default”.
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Recap

So far we have seen that:
“Lending and borrowing improves stability but also
contributes to systemic risk”

But how about if the banks compete?
(minimizing costs, maximizing profits,...)

Can we find an equilibrium in which the previous analysis can still be
performed?

Can we find and characterize a Nash equilibrium?

What follows is from
Mean Field Games and Systemic Risk

by R. Carmona, J.-P. Fouque and L.-H. Sun (2015)
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Stochastic Game/Mean Field Game

Banks are borrowing from and lending to a central bank:

dX i
t = αi

tdt + σdW i
t , i = 1, · · · ,N

where αi is the control of bank i which wants to minimize

J i (α1, · · · , αN) = IE

{
∫ T

0
fi(Xt , α

i
t)dt + gi (XT )

}

,

with running cost

fi(x , α
i ) =

[

1

2
(αi )2 − qαi (x − x i) +

ǫ

2
(x − x i )2

]

, q2 < ǫ,

and terminal cost gi (x) =
c
2

(

x − x i
)2

.
This is an example of Mean Field Game (MFG) studied extensively by
P.L. Lions and collaborators (see also the recent work of R. Carmona and
F. Delarue).
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Nash Equilibria (FBSDE Approach)

The Hamiltonian (with Markovian feedback strategies):

H i (x , y i ,1, · · · , y i ,N , α1(t, x), · · · , αi
t , · · · , αN(t, x))

=
∑

k 6=i

αk(t, x)y i ,k + αiy i ,i

+
1

2
(αi )2 − qαi (x − x i ) +

ǫ

2
(x − x i )2,

Minimizing H i over αi gives the choices:

α̂i = −y i ,i + q(x − x i ), i = 1, · · · ,N,

Ansatz:

Y i ,j
t = ηt

(

1

N
− δi ,j

)

(X t − X i
t ),

where ηt is a deterministic function satisfying the terminal condition
ηT = c .
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Forward-Backward Equations

Forward Equation:

dX i
t = ∂y i,iH idt + σdW i

t

=

[

q + (1− 1

N
)ηt

]

(X t − X i
t )dt + σdW i

t ,

with initial conditions X i
0 = x i0.

Backward Equation:

dY i ,j
t = −∂x jH

idt +

N
∑

k=1

Z i ,j ,k
t dW k

t

= (
1

N
− δi ,j)(X t − X i

t )

[

qηt −
1

N
(
1

N
− 1)η2t + q2 − ǫ

]

dt

+

N
∑

k=1

Z i ,j ,k
t dW k

t , Y i ,j
T = c(

1

N
− δi ,j)(XT − X i

T ).
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Solution to the Forward-Backward Equations

By summation of the forward equations: dX t =
σ
N

∑N
k=1 dW

k
t .

Differentiating the ansatz Y i ,j
t = ηt

(

1
N
− δi ,j

)

(X t − X i
t ), we get:

dY i ,j
t =

(

1

N
− δi ,j

)

(X t − X i
t )

[

η̇t − ηt

(

q + (1− 1

N
)ηt

)]

dt

+ηt(
1

N
− δi ,j)σ

N
∑

k=1

(
1

N
− δi ,k)dW

k
t .

Identifying with the backward equations:

Z i ,j ,k
t = ηtσ(

1

N
− δi ,j)(

1

N
− δi ,k) for k = 1, · · · ,N,

and ηt must satisfy the Riccati equation

η̇t = 2qηt + (1− 1

N2
)η2t − (ǫ− q2),

with the terminal condition ηT = c , solved explicitly.
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Financial Implications

1. Once the function ηt has been obtained, bank i implements its strategy
by using its control

α̂i
t = −Y i ,i

t + q(X t − X i
t ) =

[

q + (1− 1

N
)ηt

]

(X t − X i
t ),

It requires its own log-reserve X i
t but also the average reserve X t which

may or may not be known to the individual bank i .
Observe that the average X t is given by dX t =

σ
N

∑N
k=1 dW

k
t , and is

identical to the average found in the uncontrolled case.
Therefore, systemic risk occurs in the same manner as in the case
of uncontrolled dynamics. However, the control affects the rate of
borrowing and lending by adding the time-varying component
q + (1− 1

N
)ηt to the uncontrolled rate a.
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Financial Implications

2. In fact, the controlled dynamics can be rewritten

dX i
t =

(

q + (1− 1

N
)ηt

)

1

N

N
∑

j=1

(X j
t − X i

t )dt + σdW i
t .

The effect of the banks using their optimal strategies corresponds to
inter-bank borrowing and lending at the effective rate

At := q + (1− 1

N
)ηt .

Under this equilibrium, the central bank is simply a clearing house, and
the system is operating as if banks were borrowing from and lending to
each other at the rate At , and the net effect is creating liquidity
quantified by the rate of lending/borrowing.
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Financial Implications

3. For T large (most of the time T − t large), ηt is mainly constant. For

instance, with c = 0, limT→∞ ηt =
ǫ−q2

−δ−
:= η.
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Plots of ηt with c = 0, q = 1, ǫ = 2 and T = 1 on the left, T = 100 on the right

with η ∼ 0.24 (here we used 1/N ≡ 0).

Therefore, in this infinite-horizon equilibrium, banks are borrowing and
lending to each other at the constant rate

A := q + (1− 1

N
)η = q + η in the Mean Field Limit.
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Stochastic Game/Mean Field Game with Delay

What follows is from: Systemic Risk and Stochastic Games with Delay
with R. Carmona, M. Mousavi, and L.-H. Sun (submitted, 2016)

Banks are borrowing from and lending to a central bank and money is
returned at maturity τ :

dX i
t =

[

αi
t − αi

t−τ

]

dt + σdW i
t , i = 1, · · · ,N

where αi is the control of bank i which wants to minimize

J i(α1, · · · , αN ) = IE

{
∫ T

0
fi(Xt , α

i
t)dt + gi (XT )

}

,

fi (x , α
i ) =

[

1

2
(αi )2 − qαi (x − x i ) +

ǫ

2
(x − x i )2

]

, q2 < ǫ,

gi (x) =
c

2

(

x − x i
)2

,

X i
0 = ξi , αi

t = 0, t ∈ [−τ, 0).

Case τ = 0: no lending/borrowing −→ no liquidity.
Case τ = T : no return/delay −→ full liquidity.
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Forward-Advanced-Backward SDEs

Theorem. The strategy α̂ given by

α̂i
t = q(X t − X i

t )− Y i ,i
t + IEFt (Y i ,i

t+τ ) (1)

is a open-loop Nash equilibrium where (X ,Y ,Z ) is the unique solution
to the following system of FABSDEs:

X i
t = ξi +

∫ t

0

(

α̂i
s − α̂i

s−τ

)

ds + σW i
t , t ∈ [0,T ], (2)

Y i ,j
t = c

(

1

N
− δi ,j

)

(

XT − X i
T

)

+

∫ T

t

(

1

N
− δi ,j

){

(

ǫ− q2
) (

X s − X i
s

)

+qY i ,j
s − qIEFs (Y i ,j

s+τ )

}

ds −
N
∑

k=1

∫ T

t

Z i ,j ,k
s dW k

s , t ∈ [0,T ], (3)

Y i ,j
t = 0, t ∈ (T ,T + τ ], i , j = 1, · · · ,N,

where the processes Z i ,j ,k
t , k = 1, · · · ,N are adapted and square

integrable, and IEFt denotes the conditional expectation with respect to
the filtration generated by the Brownian motions.
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Outline of the Proof

Proof. Denote by α̃ = (α̂−i , α̃i ) the strategy obtained from the strategy α̂
by replacing the ith component by α̃i . Denote by X̃ , the state generated
by α̃ and observe that X j = X̃ j for all j 6= i since the dynamics of X j is
only driven by α̂j . We have

J i (α̂)− J i (α̃) = IE

{
∫ T

0

(

fi(Xt , α̂
i
t)− fi(X̃t , α̃

i
t)
)

dt + gi (XT )− gi (X̃T )

}

.

(4)
Since gi is convex in x , we obtain that

gi (x)− gi (x̃) ≤ ∂xgi (x)(x − x̃)

= ∂x igi (x)(x
i − x̃ i ),

for x̃ such that x̃ j = x j for j 6= i . Therefore,

IE (gi (XT )− gi (X̃T )) ≤ IE (∂x igi (XT )(X
i
T − X̃ i

T ))

= IE (Y i ,i
T
(X i

T − X̃ i
T )).
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Outline of the Proof

Applying Itô’s formula, we have

IE (Y i ,i
T (X i

T − X̃ i
T ))

= IE

∫ T

0

{

− (X i
t − X̃ i

t )(
1

N
− 1)

{

(ǫ− q2)(X t − X i
t ) + qY i ,i

t − qIEFt (Y i ,i
t+τ )

}

+Y i ,i
t

(

α̂i
t − α̃i

t − (α̂i
t−τ − α̃i

t−τ )
)

}

dt. (5)

Then, we write

IE

∫ T

0
Y i ,i
t

(

α̂i
t−τ − α̃i

t−τ

)

dt = IE

∫ T−τ

−τ

Y i ,i
s+τ

(

α̂i
s − α̃i

s

)

ds

= IE

∫ T

0
Y i ,i
s+τ

(

α̂i
s − α̃i

s

)

ds = IE

∫ T

0
IEFs (Y i ,i

s+τ )
(

α̂i
s − α̃i

s

)

ds. (6)

since α̂i
t = α̃i

t = 0 for t ∈ [−τ, 0) and Y i ,i
t = 0 for t ∈ (T ,T + τ ].
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Outline of the Proof

Plugging (6) into (5), we obtain

IE (Y i ,i
T
(X i

T − X̃ i
T ))

= IE

∫ T

0

{

− (X i
t − X̃ i

t )(
1

N
− 1)

{

(ǫ− q2)(X t − X i
t ) + qY i ,i

t − qIEFt (Y i ,i
t+τ )

}

+
(

Y i ,i
t − IEFt (Y i ,i

t+τ )
)

(

α̂i
t − α̃i

t)
)

}

dt. (7)

Using (4) and convexity of fi in x and αi , and X j
t = X̃ j

t for j 6= i , we
deduce

J i (α̂)− J i (α̃)

≤ IE

∫ T

0
(∂x i fi(Xt , α̂

i
t))(X

i
t − X̃ i

t ) + ∂αi f i (Xt , α̂
i
t)(α̂

i
t − α̃i

t)dt

+IE (Y i ,i
T (X i

T − X̃ i
T ))
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Outline of the Proof

Using (7) we get

= IE

∫ T

0

{

(
1

N
− 1)

(

−qα̂i
t + ǫ(X t − X i

t )
)

(X i
t − X̃ i

t )

+
(

−q(X t − X i
t ) + α̂i

t

)

(α̂i
t − α̃i

t)

}

dt

+IE

∫ T

0

{

− (X i
t − X̃ i

t )(
1

N
− 1)

{

(ǫ− q2)(X t − X i
t ) + qY i ,i

t − qIEFt (Y i ,i
t+τ )

}

+
(

Y i ,i
t − IEFt (Y i ,i

t+τ )
)

(

α̂i
t − α̃i

t

)

}

dt

= IE

∫ T

0

(

Y i ,i
t − IEFt (Y i ,i

t+τ )− q(X t − X i
t ) + α̂i

t

)

(α̂i
t − α̃i

t)dt

[

−α̂i
t + q(X t − X i

t )− Y i ,i
t + IEFt (Y i ,i

t+τ )
]

dt

= 0 ,

where in the last step we used the form of α̂i
t given by (1).

JP Fouque (UC Santa Barbara) Stochastic Games with Delay UW Seattle, March 25, 2017 32 / 49



Existence

Therefore, the strategy α̂ is a Nash equilibrium for the open-loop
game with delay provided that the FABSDE system (2)-(3) admits
a solution.
This is shown by a continuation argument introduced by Shige Peng in
the context of stochastic control problems. This is quite technical and we
refer to the Appendix in the paper.

In general, there is no uniqueness of Nash equilibrium for the open-loop
game with delay.
We observe that in contrast with the case without delay, there is no
simple explicit formula for the optimal strategy α̂ given by (1).
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Clearing House Property

Summing over i = 1, · · · ,N the equations for Y i ,i and denoting

Y t =
1
N

∑N
i=1 Y

i ,i
t , Z

k

t = 1
N

∑N
i=1 Z

i ,i ,k
t , gives

dY t = −
(

1

N
− 1

)

q
(

Y t − IEFt (Y t+τ )
)

dt +

N
∑

k=1

Z
k

t dW
k
t , t ∈ [0,T ],

Y t = 0, t ∈ [T ,T + τ ],

which admits the unique solution

Y t = 0, t ∈ [0,T + τ ], with Z
k

t = 0, k = 1, · · · ,N, t ∈ [0,T ].

Summing over i = 1, · · · ,N the equations for α̂i
t gives

N
∑

i=1

α̂i
t =

N
∑

i=1

[

q(X t − X i
t )− Y i ,i

t + IEFt (Y i ,i
t+τ )

]

= 0.

Note that X t = ξ + σ
N

∑N
i=1W

i
t as in the case with no delay.
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Infinite-dimensional HJB Approach

Following Gozzi and Marinelli (2004). Let IHN be the Hilbert space defined
by IHN = IRN × L2([−τ, 0]; IRN), with the inner product

〈z , z̃〉 = z0z̃0 +
∫ 0
−τ

z1(ξ)z̃1(ξ) dξ, where z , z̃ ∈ IHN , and z0 and z1(.)

correspond respectively to the IRN -valued and L2([−τ, 0]; IRN)-valued
components (the states and the past of the strategies in our case).
In order to use the dynamic programming principle for stochastic game
in search of a closed-loop Nash equilibrium, at time t ∈ [0,T ], given the
initial state Zt = z , bank i chooses the control αi to minimise its
objective function J i (t, z , α).

J i (t, z , α) = IE

{
∫ T

t

fi (Z0,s , α
i
s)dt + gi (Z0,T ) | Zt = z

}

,

See also Stochastic Control and Differential Games with Path-Dependent
Controls by Yuri Saporito (2017) for a FITO (PPDE) approach.
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Coupled HJB Equations

Bank i ’s value function V i(t, z) is

V i(t, z) = inf
α
J i (t, z , α).

The set of value functions V i(t, z), i = 1, · · · ,N is the unique solution
(in a suitable sense) of the following system of coupled HJB equations:

∂tV
i +

1

2
Tr(Q∂zzV

i) + 〈Az , ∂zV i〉+ H i
0(∂zV

i) = 0,

V i(T ) = gi ,

Q = G ∗ G , G : z0 → (σz0, 0),

A : (z0, z1(γ)) → (z1(0),−
dz1(γ)

dγ
) a.e., γ ∈ [−τ, 0],

H i
0(p

i) = inf
α
[〈Bα, pi〉+ fi(z0, α

i )], pi ∈ IHN ,

B : u → (u,−δ−τ (γ)u), γ ∈ [−τ, 0].
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Ansatz

By convexity of fi(z0, α
i ) with respect to (z0, α

i ),

α̂i = −〈B , pi ,i〉 − q(z i0 − z̄0), and

H i
0(p

i) = 〈Bα̂, pi 〉+ fi (z0, α̂
i ),

=

N
∑

k=1

〈B , pi ,k〉
(

−〈B , pk,k〉 − q(zk0 − z̄0)
)

+
1

2
〈B , pi ,i〉2 + 1

2
(ǫ− q2)(z̄0 − z i0)

2.

We then make the ansatz

V i(t, z) = E0(t)(z̄0 − z i0)
2 − 2(z̄0 − z i0)

0
∫

−τ

E1(t,−τ − θ)(z̄1,θ − z i1,θ)dθ

+

0
∫

−τ

0
∫

−τ

E2(t,−τ − θ,−τ − γ)(z̄1,θ − z i1,θ)(z̄1,γ − z i1,γ)dθdγ + E3(t).
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Partial Derivatives

∂tV
i =

dE0(t)

dt
(z̄0 − z i0)

2 − 2(z̄0 − z i0)

0
∫

−τ

∂E1(t,−τ − θ)

∂t
(z̄1,θ − z i1,θ)dθ

+

0
∫

−τ

0
∫

−τ

∂E2(t,−τ − θ,−τ − γ)

∂t
(z̄1,θ − z i1,θ)(z̄1,γ − z i1,γ)dθdγ +

dE3(t)

dt
,

∂z jV
i =











2E0(t)(z̄0 − z i0)− 2
0
∫

−τ

E1(t,−τ − θ)(z̄1,θ − z i1,θ)dθ

−2(z̄0 − z i0)E1(t, θ) + 2
0
∫

−τ

E2(t,−τ − θ,−τ − γ)(z̄1,γ − z i1,γ)dγ











(

1

N
− δi ,j

)

,

∂z j zkV
i =

[

2E0(t) −2E1(t,−τ − θ)
−2E1(t,−τ − θ) 2E2(t,−τ − θ,−τ − γ)

](

1

N
− δi ,j

)(

1

N
− δi ,k

)

,

and plug in the HJB equation.
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PDEs for the coefficients Ei , i = 0, 1, 2, 3, 4

The equation corresponding to the constant terms is

dE3(t)

dt
+ (1− 1

N
)σ2E0(t) = 0,

The equation corresponding to the (z̄0 − z i0)
2 terms is

dE0(t)

dt
+

ǫ

2
= 2(1− 1

N2
)(E1(t, 0) + E0(t))

2 + 2q(E1(t, 0) + E0(t)) +
q2

2
.

The equation corresponding to the (z̄0 − z i0)(z̄1 − z i1) terms is

∂E1(t, θ)

∂t
− ∂E1(t, θ)

∂θ
=

[

2(1− 1

N2
) (E1(t, 0) + E0(t)) + q

]

(E2(t, θ, 0) + E1(t, θ)) .

The equation corresponding to the (z̄1 − z i1)(z̄1 − z i1) terms is

∂E2(t,θ,γ)
∂t

− ∂E2(t,θ,γ)
∂θ

− ∂E2(t,θ,γ)
∂γ

=

2(1− 1
N2 ) (E2(t, θ, 0) + E1(t, θ)) (E2(t, γ, 0) + E1(t, γ)) .
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Boundary Conditions

E0(T ) =
c

2
,

E1(T , θ) = 0,

E2(T , θ, γ) = 0,

E2(t, θ, γ) = E2(t, γ, θ),

E1(t,−τ) = −E0(t), ∀t ∈ [0,T ),

E2(t, θ,−τ) = −E1(t, θ), ∀t ∈ [0,T ),

E3(T ) = 0.

We have existence and uniqueness for this system of PDEs
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Optimal Strategies

α̂i
t = −〈B , ∂z iV

i〉 − q(z i0 − z̄0),

= 2

(

1− 1

N

)

[(

E1(t, 0) + E0(t) +
q

2
(

1− 1
N

)

)

(z̄0 − z i0)

−
∫ 0

−τ

(E2(t,−τ − θ, 0) + E1(t,−τ − θ)) (z̄1,θ − z i1,θ)dθ

]

.

In terms of the original system of coupled diffusions, the closed-loop
Nash equilibrium corresponds to

α̂i
t =

[

2

(

1− 1

N

)

(E1(t, 0) + E0(t)) + q

]

(X̄t − X i
t )

+2

∫ t

t−τ

[E2(t, θ − t, 0) + E1(t, θ − t)] ( ¯̂αθ − α̂i
θ)dθ, i = 1, · · · ,N.

Clearing house property:
∑N

i=1 α̂
i
t = 0.
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Closed-loop Nash Equilibria: Verification Theorem

At time t ∈ [0,T ], given Xt = x and α[t) = (αθ)θ∈[t−τ,t), bank i chooses

the strategy αi to minimise its objective function

J i (t, x , α, αi ) = IE

{∫ T

t

fi(Xs , α
i
s)ds + gi (XT ) | Xt = x , α[t) = α

}

.

Bank i ’s value function V i(t, x , α) is

V i(t, x , α) = inf
αi

J i (t, x , α, αi ).

Guessing that the value function should be quadratic in the state and in
the past of the control, we make the following ansatz for the value
function:
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Ansatz (from HJB formal derivation)

V i(t, x , α) = E0(t)(x̄ − x i )2 + 2(x̄ − x i)

t
∫

t−τ

E1(t, θ − t)(ᾱθ − αi
θ)dθ

+

t
∫

t−τ

t
∫

t−τ

E2(t, θ − t, γ − t)(ᾱθ − αi
θ)(ᾱγ − αi

γ)dθdγ + E3(t),

where E0(t), E1(t, θ), E2(t, θ, γ), E3(t), are deterministic functions
satisfying the particular system of partial differential equations for
t ∈ [0,T ] and θ, γ ∈ [−τ, 0] obtained before.
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Itô’s formula

Applying Itô’s formula to V i(t,Xt , α[t)), we obtain the following
expression for the nonnegative quantity

IEV i(T ,XT , α[T ))− V i(0, ξi , α[0)) + IE

T
∫

0

f i(Xs , α
i
s)dt

A long computation and use of the system of PDEs for the Ei ’s −→

JP Fouque (UC Santa Barbara) Stochastic Games with Delay UW Seattle, March 25, 2017 45 / 49



Outline of proof

IE

T
∫

0

{

1

2

(

αi
t − 2

(

E1(t, 0) + E0(t) +
q

2

)

(X̄t − X i
t )

−2

t
∫

t−τ

[E2(t, θ − t, 0) + E1(t, θ − t)] (ᾱθ − αi
θ)dθ

)2

+2(ᾱt − ᾱt−τ )



E0(t)(X̄t − X i
t ) +

t
∫

t−τ

E1(t, θ − t)(ᾱθ − αi
θ)dθ





+2ᾱt



(E1(t, 0)−
q

2
)(X̄t − X i

t ) +

t
∫

t−τ

E2(t, θ − t, 0)(ᾱθ − αi
θ)dθ





−2ᾱt−τ



E1(t,−τ)(X̄t − X i
t ) +

t
∫

t−τ

E2(t, θ − t,−τ)(ᾱθ − αi
θ)dθ





}

dt.
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Result

An optimal strategy can be characterized as the strategy α̂ which makes
the previous quantity equal to zero.
Therefore, if all the other banks choose their optimal strategies, bank i ’s
optimal strategy α̂i should satisfy

α̂i
t = 2

[

E1(t, 0) + E0(t) +
q

2

]

(X̄t − X i
t )

+ 2

t
∫

t−τ

[E2(t, θ − t, 0) + E1(t, θ − t)] ( ¯̂αθ − α̂i
θ)dθ,

for i = 1, · · · ,N,

since, with that choice, the square term in the integral is zero, and the
three other terms vanish because ᾱt = ᾱt−τ = 0 (by summing over i).
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Effect of delay on liquidity

T = 20, q = 1, ε = 2, c = 0
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The end

THANKS FOR YOUR ATTENTION
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