Well-posedness of boundary-value problems for the
linear Benjamin-Bona-Mahony equation

Vishal Vasan and Bernard Deconinck
Department of Applied Mathematics
University of Washington
Seattle WA 98195

July 11, 2011

Abstract
A new method due to Fokas for explicitly solving boundary-value problems for
linear partial differential equations is extended to equations with mixed partial
derivatives. The Benjamin-Bona-Mahony equation is used as an example: we con-
sider the Robin problem for this equation posed both on the half line and on the
finite interval. For specific cases of the Robin boundary conditions the boundary-
value problem is found to be ill posed.

1 Introduction

Recently, the work of Fokas and others [6] has demonstrated that some ideas arising in
the analysis of nonlinear so-called integrable partial differential equations (PDEs) may
be applied to solve boundary-value problems (BVPs) for linear PDEs. The method,
referred herein as the method of Fokas (MoF), has been applied with great success to
solve problems previously beyond the reach of conventional analytic techniques [6, 3]. The
MoF provides explicit solutions to boundary-value problems for linear evolution equations
with variable coefficients [5, 13], systems of linear constant coefficient evolution equations
[12] and moving-boundary-value problems [8]. The MoF has been extended to incorporate
two-dimensional problems in non-separable domains [10] as well as elliptic PDEs [11].
In this paper, we apply the MoF to the linear Benjamin-Bona-Mahony (BBM) equa-
tion [1]:
Up — Upgr + Uy = 0. (1)

The BBM equation is a well-known model for long waves in shallow water. Due to
the presence of the mixed derivative, the linear BBM equation has a rational dispersion
relation which tends to zero for large wave numbers. This non-polynomial nature of the
dispersion relation means that a modification of the MoF is required in order to use the
method. Although we do not consider examples other than the linear BBM equation, the
procedure presented applies to problems of the form

M(—id,)u, + L(—id,)u = 0, 2)
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where M (k) and L(k) are polynomials. Using the MoF, it is possible to find explicit
solutions for various boundary-value problems associated with such PDEs. In fact, such
equations may be analyzed with the same efficiency as those without mixed derivatives.
Although, mixed derivative PDEs do not often appear in the classroom, they are impor-
tant in many applications [4]. Indeed, inspired by problems in water-waves, Fokas and
Pelloni discuss boundary-value problems for Boussinesq type systems [7]. However, those
mixed-partial derivative equations do not demonstrate the behavior we report. The only
investigation of boundary-value problems for linear BBM we are aware of, considers the
Dirichlet problem on the half-line [9]. Our work includes explicit solutions for Dirichlet,
Neumann and Robin boundary conditions for the half-line and for the finite interval.

As already stated, the non-polynomial nature of the dispersion relation for the linear
BBM equation has a significant impact on the application of the MoF'. It is the cause of the
essential singularities that arise in the analysis which obstruct the deformation of contour
integrals. Further, the so-called global relation (see below) ceases to be valid at certain
points in the finite complex plane. This results in the PDE being ill-posed for specific
cases of the Robin boundary condition. Specifically, for these cases of the Robin boundary
condition, initial and boundary conditions may not be arbitrarily specified. Instead, there
exists a discontinuous relation between the initial and boundary conditions. As a final
remark, we point out that the results presented extend to the forced equation

Up — Ut + Uy = F (2, 1).

For small time, we may regard the nonlinear term in the full BBM equation as a forcing.
Since BBM is a semi-linear equation, we conjecture that the ill-posedness results apply
to the nonlinear problem as well.

2 The local relation and Lax pairs

In this section, an algorithmic procedure for deriving one-parameter divergence forms
associated with linear PDEs is presented. Such a divergence form, referred to as the local
relation is the starting point for the MoF'. Further, this section highlights the connection
of the method with techniques for nonlinear integrable PDEs through the existence of
Lax pairs for linear PDEs.

Consider the linear constant-coefficient differential equation

up + w(—i0;)u = 0. (3)
This PDE has a Lax pair of the form
pe + w(k)p = Xu,

where X is a differential operator acting on wu(z,t) with coefficients depending on the
spectral parameter k. Imposing the compatibility of these two equations and assuming
that u(x,t) solves (3) one obtains
l) —w(k
o wl) — (k)
l—k

l=—10z



As an example, for the heat equation with “dispersion relation”! w(k) = k%, we obtain
the Lax pair

e 4+ k2 = uy + iku.
A one-parameter family of equations in divergence form, referred to as the local relation
follows immediately. Indeed the above equations may be written as

. 2 . 2
(6 ikr+k“t ikz+k tu

e =€

(e—ikaz—&-thu)t _ e—ikzz-l—th(ux + zk‘u),

Y

which implies
. 2
[6 ika+k tu]
t

Equation (3) represents the evolution of u(z,t) with dispersion relation w(k). Simi-
larly, one may consider (2) to represent the evolution of a quantity u(z,t) with dispersion
relation L(k)/M (k). Consequently, we seek a Lax pair of the form

po — ik = M(—i0,)u,
L(k)
—u = Xu.
bt St =

Further, it is assumed that M (k) > 0 for kK € R and L(k), M (k) do not share any roots.
As before, imposing compatibility of the two ordinary differential equations for p and
imposing that w(z,t) solves (2), we obtain that the appropriate differential operator is
given by

_ [e—ik:v—i-k%(ux +zku)] —0.

T

LM (k) — L(k)M(1)
M(k)(l = k) =it

For the specific case of the linear BBM equation with L(k) = ik and M (k) = 1 + k?, we

obtain

X =1

~ —1—ko,
14k
resulting in the local relation

eﬂ-mlj;ﬁt(u B um)} B |:6ikz+1fr’;2t (—u — zkux)] 0 )
t X

1+ k2
3 Solutions of the linear BBM equation on the half-
line

The BBM equation models long waves in shallow water. It is natural to consider the
boundary-value problem for the equation posed on the semi-infinite line:

Ut — Uyt + Uz = 07 T Z 07 te (OvT]7 (5&)
u(z,0) = ug(x), x>0, (5b)
au(0,t) + Pu,(0,t) = g(t), te(0,7), a,0 €R. (5¢)

'We follow the notation for the dispersion relation that is typically used in the literature where the
MoF is used. This differs by a factor of 7 from what is used in the literature on dispersive wave equations.



In what follows, we start with formal calculations assuming a smooth solution exists
which has sufficiently rapid decay at infinity. These calculations lead us to a solution
expression u(x,t) for most values of a and . Assuming sufficient regularity of the
initial and boundary condition functions, we claim the solution expression is a classical
solution to the above boundary-value problem. For the particular case when a = (3, the
arguments below lead us to conclude the problem is ill posed in the sense that the initial
and boundary condition functions may not be chosen arbitrarily. Instead there exists a
discontinuous relation between them in order for the problem to be solvable.

Integrating the local relation (4) over the region {(z,s) : x > 0,s € (0,t)}, applying
Green’s Theorem and integrating by parts, we obtain the global relation

gk, )

S e

= e“tU(k, t), Im(k) <0,k # —1, (6)
with

Uo(k) = (1 + k*)iio(k) + u.(0,0) + iku(0,0),
Ulk,t) = (1 + k»a(k,t) + ug (0, 1) + iku(0, ),
g(k,t) = go(w,t) + ikgi(w, t),

1k
TR

where (k) and @(k, t) represent the Fourier transform of the initial condition and of the
solution at time t respectively. They are defined by

ﬁo(k):/ e ug(z)dr, (k) :/ e~y (x, t)dr,
0 0

with inverses
1 [~ . 1 [~ .
— / e*hg(k)dk, u(z,t) = — / e* ik, t)dk,

uO(k) - 2T 2T

where ug(x) and u(x,t) are defined to be zero for # < 0. Similarly, go(w,t) and §;(w,t)
are the finite-time transforms of the boundary data given by

t t
go(w, 1) :/ e*u(0, s)ds, g1(w,t) :/ e“*u, (0, s)ds.
0 0

Solving the global relation (6) for u(k,t) and applying the inverse Fourier transform,
we obtain the following integral expression for the solution

L[ ko Uo(k e Gk, t
U/(,T,t) :%\/ ezka:—wt 0( )dl{? elk’x—wt g( , ) dk

1+ k2 o (1+ k2)2
_ % / * ik lia(0, ti . ;’Z“(O’” dk,
- 217T /oo Tt (k) dk + 217T/ mxwt%dk
+%/e“ﬁwt“"”(o’oiizzu(o’o)dk—%/eikwum(o’?igu(o’t)dk’ (1)



Figure 1: The closed contour C and the region D = {k : Re(w) < 0}, indicated in grey.

where the integral on the real line has been deformed to a closed contour C around k£ = 7 as
shown in Figure 1. This is possible since the respective integrands are analytic functions
which decay in the upper-half plane for large k.

The integral expression (7) depends on unprescribed boundary data. As is usual in
the MoF, this is resolved by using the invariances of w(k). Note that w(k) is invariant
under the transform & — 1/k. Using this transformation, the global relation becomes

Uo(1/k) + % = ' U(L/k, 1), Tm(k) >0, k # 0,4,

G1/k,1) = o, 6) + 71 (1)

The time transform of the boundary condition (5c) is given by

ago(w,t) + B (w,t) = G(w, t) = /0 e“*g(s)ds.

Solving the above equations for go(w,t) and g;(w,t), and substituting the result in (7) we
obtain

ikx 1.
(e, t) =Sz, 1) + %/Cek?’ (sz_ kg) a(1/k, t)dk
1 eike i aik — B ,
e e {<ux<o,t>+gu<o,t>> (—m.k_ m) ~ (wa0,) + iku(0, 1)) | dk
(8)




where

1 oo 1 s tkr—wt 1— 2
S(a.t) =5 / ety (k)dk + — /C ” ( —k )G(w,t)dk

o 21 Jo (1 4+ k2)2 \ i — k5
1 ethr=wt [oik — B
- — uo(1/k)dk
or Jo k3 (m-k@) to(1/k)
1 gikr—wt . aik — i

The right-hand side of (8) depends on u(z,t) itself, through the presence of u(1/k,t)
in the second term. As such, (8) does not represent an explicit solution formula, and
more work is required. We consider two possible cases.

e Case 1. « # (. By deforming the contour C as indicated in Figure 1 before
substitution of the transforms of the unknown boundary terms, we assure that the
only singularity of the integrals in (8) enclosed by C is at k = i. Thus

/C‘C“’k3 (Zz . ké) a(1/k, t)dk = 0,

since the integrand is analytic in a neighborhood of k£ = ¢. Further, an application
of the Residue Theorem for the third term in (8) leads to

1 6ikz

2 Jo 1+ k2

[(um(o,t) + %U(O,t)) <%) — (uz(0,t) + iku(0,t)) | dk =

We conclude that the solution u(x,t) is given by
e"g(t)
a—0"

In particular, the Dirichlet (8 = 0) and Neumann (o = 0) problems for this PDE
have solutions given by the above expression. Since the term proportional to the
exponential satisfies the boundary condition, it is necessary that

u(z,t) = S(z,t) +

aS(0,t) + BS,(0,1) = 0,

which is assured by taking ¢g(0) = uo(0) = 0. Thus, the existence of a classical
solution requires the compatibility of the boundary and initial conditions at the
corner point (z,t) = (0,0).

e Case 2. a = 3 = 1. The solution to the boundary-value problem given above is
not valid when o« = 8. Without loss of generality, we take o = g = 1. In this case,
both integrals possess singularities at k = 7. The residues are calculated to obtain

u(x,t) = S(z,t) +e “g(t) (as + %) +2e "u(0,t) — 2e " u(—i, t). (10)

This may be interpreted as a linear integral equation for the solution wu(z,t) that
depends on known initial-boundary data as well as on the unknowns (0, ¢) and
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u(—1i,t). If it is possible to express these unknowns in terms of the known initial-
and boundary-condition functions then the above expression represents the solution
to the problem. However, since by assumption u(z,t) solves the PDE; we may
substitute (10) into (5a) to obtain

g (t) +a(—i,t) = u(0,1). (11)

If this relation holds for all time, we obtain the following solution to the problem
on the half-line

u(z,t) = S(x,t)+e “g(t) (m + %) +2e77g'(1). (12)

Further, since the terms proportional to e™* satisfy the boundary condition, the

expression S(z,t) has the same interpretation as in the case a # . Consquently
we require g(0) = uy(0) = 0. However, the initial condition is not satisfied unless

g'(0) + to(—i) = 0, (13)

as is readily seen by letting ¢ = 0 in (12). It is noted that this expression may be
obtained from (11) also.

Given a continuously differentiable function g(t), the constraint (13) requires the
initial condition ug(z) to be of the form

up(z) = —4ze ¢ (0) + w(x), (14)
where w(x) is a function orthogonal to e™* using the standard inner product on
[0,00), and w(0) = 0 with sufficient smoothness and decay for large x to justify
the contour deformations in the previous section. Alternatively, given an initial
condition wug(z) with u(0) = 0 and sufficient decay and smoothness, the above is a
constraint on permissible boundary conditions g(t).

The relation between initial and boundary conditions evidently restricts our freedom
to arbitrarily choose initial and boundary functions for the case o = . Interest-
ingly, if ¢(t) is identically zero, then ug(x) must be identically zero too, as we show
below. Indeed, if g(t) = 0, the solution expression is given by

1 oo . eikxfwt ik—1 A
U(SE,t) _ %/ ezkm*wtuo(k)dk — / 13 ( ik ) UO(l/k)d/{Z (15)

—00 C

Substituting this expression into (11), we find

/ e “u(z,t)dr = u(0,t) =
0

/_ e Mok /c —e—wia_o(;/ 5) gk /_ " et ()l — /C c” <Z;& 1)2(;(1/ %) k.
(16)

[e.9]



Using the transformation £ — 1/k and replacing all contours C to contours C around
k = —i, we obtain

/Z Lﬁ[;(:)dk / (1 — z(llj)) dk = /Z e~ g (k)dk + /C ¢ k&__kl))%(k)
- / im—wlf)dk / k(1 <Z)) dk =~ / e~ ip(k)dk + / e“"t’f(('; - kl);lo(k’)
) » - ¢ ¢ ik —

"o (k)(1—k)(K*+k+1)
- / 1 — Zk?) dk = O? (17)

Since this statement is valid for all ¢ we may expand the exponential in a Taylor
series in t, interchange order of summation and integration and equate the coefficient
of every power of t to zero. This imposes the following set of conditions on the
Fourier transform of the initial condition:

ik \"(1—k)(E*+k+1)_
k = =0,1,2...
Res[(l—l—kQ) =ik UO()k:_i 0, n=0,1, ,
hence o
— = =0,1.2....
dknuo(k) L 0, n=0,1,

However, (k) is an analytic function of & in the lower-half plane and is continuous
up to the real line. Consequently, @g(k) = 0 for k real and the initial condition ug(x)
is identically zero. It follows that the initial condition is not continuous as a function
of the boundary data ¢(t), at g(t) = 0, since (14) shows that for g(t) # 0, ug(x)
can be arbitrarily large by choosing w(z) large.

Finally we show that (11) holds for any classical solution to the PDE. Assuming
u(z,t) is a solution to the problem (5a-5c), we have

Up — Uggr + Uy = 0.

Multiplying this equation by e~* and integrating over the domain [0, 00) yields after
a few integrations by part

% (uz(0,t) +u(0,t)) + /OOO e~ Vuly, t)dy = u(0,1).

Noting that the first term on the left-hand side is the time derivative of the boundary
condition, we obtain (13).

We conclude with the remark that the identity (13), valid for any solution to the
differential equation (11) became a constraint on the initial and boundary condi-
tions. Indeed it may be verified that also when o # 3, (11) is readily satisfied by
the solution (9) to the problem.

dk

dk



4 Uniqueness of solutions to linear BBM on the half-
line

In the previous section we constructed solutions to the linear BBM equation. The proce-
dure was algorithmic. Depending on the values of the coefficients o and 3, we obtained
a solution expression (case 1) or we concluded additional constraints were required on
the initial and boundary condition functions (case 2). In either case, it is necessary to
investigate the uniqueness of the solution of the equation. If we can prove uniqueness,
then in case 1, we conclude that (9) is the unique solution to the given boundary-value
problem. In particular, it follows that the Dirichlet and Neumann problems have unique
solutions. Similarly, in case 2, where the initial and boundary conditions are required to
satisfy the constraint (13), we conclude that the problem is ill-posed in the sense that we
cannot choose initial and boundary conditions arbitrarily.

It is typical to address uniqueness of solutions to evolution PDEs using energy integral
arguments. The energy integral for the linear BBM equation is found as shown below.

ut_uzzt+um:0

= Uy — Ulgzr + ULy =0
= / (wty — Ulggy + uty)dz = 0
0
d [e's) u2 - 00 ’U,Q 0
= E ; ?dﬂf — [uumt]o + /0 Uy Uy AT + |:?:| . =0
d [>1 u?(0,t
= i) 2 (v +ul) do = <2 ) _ w(0, 1)z (0,1).

In the above expression, we think of u(x,t) as the difference of two distinct solutions
to the BVP. Since the given initial and boundary conditions are linear, uniqueness follows
if the right-hand side of the above expression is non-positive for homogeneous boundary
conditions. Clearly this is the case for the Dirichlet problem. However, no direct conclu-
sion is obtained for the Neumann or the Robin problem. We may consider the right-hand
side of the last line above as a map from known boundary conditions to unknown values
at the boundary. For the Neumann case, if the Neumann-to-Dirichlet map exists and
maps zero to zero, we may yet conclude uniqueness. Similarly, for the Robin boundary
condition. In what follows we construct explicit Robin-to-Dirichlet and Neumann-to-
Dirichlet maps which do indeed map homogeneous data to zero. Consequently, we claim
there is a unique solution to the BVP (5a-5c).

4.1 Robin-Dirichlet boundary-value map

The assumption of a classical solution to the BVP (5a-5¢) leads to the global relation (6).
In this section we show how the global relation may be used to derive a map from known
initial-boundary data to unknown boundary data. Let us consider the Robin condition

au(0,t) + fu,(0,t) = g(t),



which upon taking the time transform becomes
ago(w,t) + B (w, t) = G(w, ).

Solving for u,(0,t) and g (w,t) (assuming 5 # 0) in the above equations and substituting
in the global relation (6) we obtain

: Kﬁ g aik) Golw, t) + %G(w,t)} + i 4 {g(m oD, iku(0,0)

(1+k2)? B 8 (1+k2)2 3
_ 1ik2 {g(t) —gu(o,t) ©iku(0.6) + (1%2)@(%70}

o), ik—afp
B(1+ k2) 1+ k2
— k2
b — aik
tour C' containing k = —i we obtain the required map. The contribution from go(w,t)
vanishes since

= et [a(k:,t) + u(O,t)] . (18)

wt

Multiplying this expression by e~ and integrating over a sufficiently small con-

1— k? ,
= Go(w, t dk:f “Mgo(il, t)dl,
t
= j{ e”t/ e"*u(0, s)dsdl,
c 0
=0.

The first equality is obtained using the change of coordinates [ = k/(1 + k?), where C
is the image of C' under this map. The second equality uses the definition of the time
transform. Evidently the integrand is an entire function of [, from which the conclusion
follows. If o # [ the contribution from u(k,t) also vanishes since

1- k2
j[cﬁ_mku(k,t)dk—(),

due to analyticity of the integrand. An application of the Residue Theorem leads to the
following expression for the Dirichlet data

_72%((), P

1., —wt 1.2 —wt 1.2
ike (1~ k') G(w,t)dmeaO(k)dk

——¢g(t) + : .
5 =) fc(lJrk?)?(B—azk) ¢ B—aik
(1K) [g0) (., o
k—— 0)| dk.
i () w0
This expression is also valid for the Neumann problem (8 = 1, a = 0). The expression
above simplifies if we impose the corner condition uy(0) = ¢(0) = 0, which was required

for existence of smooth solutions in the previous sections. Since the Robin-to-Dirichlet
map maps the homogeneous problem to zero Dirichlet data, we obtain uniqueness for the

case o # 3.
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The argument above applies with little modification for the case a = = 1. We now
obtain a contribution from u(k,t) given by

1—k? L
7{ . ,ku(k,t)dk: = —4dru(—1,t)
cl—1

= —4mu(0,t) + 4ng'(¢),

where we have used the integral relation (11). We obtain the following expression for the
Robin-to-Dirichlet map

_oru(0,1) = —Amg/(t) — mg(t) + 7{ i +_]:)21< — Z,L)G(w,t)dm 7{} W;(i—;kk)ao(k)dk

e w1 — k?) .
+7§c (1+ k2)2(1 — ik) [9(0) + (ik — 1) up(0)] dF,

from which the same conclusion is obtained.

5 Linear BBM on the finite interval

Next, we consider the finite-interval BVP. The MoF is even more advantageous in this
setting. Classical methods would lead one to consider separation of variables, i.e., we
start with u(z,t) = f(x)s(t). Substituting into the differential equation, we obtain

f@)s'(t) = f"(x)s'(t) + f'(x)s(t) = 0.

Dividing by f’(z)s'(t) results in a generalized eigenvalue problem in the spatial variable
requiring significant analysis in order to establish whether or not the eigenfunctions ob-
tained form a complete set. The MoF not only provides a solution without this additional
effort, but it also indicates which boundary-value problems may be ill posed in the same
sense we used for the BVP on the half-line. Since the procedure is somewhat similar to
what was done for the BVP on the half line, we present less detail than before.

By integrating the local relation over the region {(z,s) : 0 <z < L, 0 < s < t} and
applying Green’s Theorem, we obtain the global relation for the finite interval:

g(k7t) —ikL}Nl(kat>

_ _ pwt
Ug(k)+1+k2 IR U(k,t),
where

Us(k) = (1 + k)l (k) + u,(0,0) 4+ iku(0,0) — e~ *u, (L, 0) — ike”* u(L,0),
Ulk,t) = (1 + k) a(k, t) + ug(0,t) + iku(0,t) — e " u, (L, t) — ike”* u(L, t),
Gk, t) = Golw, £) + ik (w, 1),

hk,t) = ho(w, t) + ikhy (w, 1),

L
YT IT R
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and h(k,t) is defined similarly to §(k,t) but with u(z,t) evaluated at & = L. The Fourier
transform is given by

L L
(k) = / ek g (2)de,  a(k,t) = / e~k (z, t)de.
0 0
Applying the inverse Fourier transform, we obtain the integral expression

_ 1 > ikr—wt Ug(k?) 1 e ikr—wt g(k7t)
u(z,t) _27r/ e 1+k2dk+27r _ooe (1+k2)2dk

“ikr L /OO pika—wt h(k, ) d i/oo eikxum(oat) —i—iku(O,t)dk
2r J_ o 1+ k2

—00

— (1+k2)2 27

I [ einp Ua(L, ) +iku(L, 1)
e

— 00

— dk.
* P 1+ k2
The integral of the boundary terms may be deformed off the real line to appropriate
contours C; and C, which are closed curves around k£ = ¢ and k = —i respectively.
I 1 o gkt 1 oo h(k,t)
1) =— ikr—wt E)dk - ikr—wt ) dk — — ik(L—x)—wt ) dk
ul(z,?) 27 /_OO ‘ o (k)lk + 27 /61 ‘ (14 k2)? 21 Je, ‘ (14 k2)?
1 , ' 1 , '
L1 62kgg_wtux((), 0) + iku(0, O)dk B _/ elkwux((), t) + tku(0,t) ”
27T C1 1+k32 27T C1 1+k’2
_ i/ eikzz—ikL—wtum<L7 0) +iku(L,0) dk + i/ 6ikm—z’k:Lum<L7t> + iku(L,t)dk.
27T Co 1 + k2 27T Co 1 + k'Q
(19)

Assume we are given Robin boundary conditions at both x = 0 and x = L.

au(0,t) + Pu.(0,t) = g(t), yu(L,t) + du,(L,t) = h(t)
= ago(w,t) + Lo (w,t) = G(w, t), yﬁo(w,t) + §Bl(w,t) = H(w,t), (20)

where o, (3, v, and ¢ are real. Combining these last equations with the transformed
version of the global relation

gk (k)

as well as with the original global relation, we obtain a system of equations for the
unknown boundary terms. For instance, solving (20) for gy and ho, we obtain a system
of equations for the two remaining boundary terms. To solve this system of equations we
are required to invert the matrix

(ik—ﬁ/a —e*'““L (ik — 6 /) )
ilk =Bl —e R (ifk—d/y))

For a given set {«, 3,7,0}, the zeros in the complex k plane of the determinant of this
matrix are the singularities which appear in the final expression for the solution. Since
the entries of the matrix are analytic functions of k£ in C\{0}, the zeros of the determinant

12



are isolated. Hence, by deforming the contours C;,C, suitably before substitution of the
expressions for g;, h;, i = 0,1, it is possible to ensure the integrals contain at most
one singularity, namely at k& = ¢ or at k = —i. Consequently, if there exists a set
{a,8,7,0} € R* such that for k¥ = 4 the determinant is zero, then the problem is
presumed to be ill posed in a sense similar to that observed in the half-line case. Indeed,
setting k = +i the determinant has a zero only if (a,7y) = £(3,d). Hence either one of
the following boundary conditions leads to an ill-posed problem:

u(0,t) + u,(0,t) = g(t), (21a)
u(L,t) + uy(L,t) = h(t), (21Db)
u(0,t) — u,(0,t) = g(t), (22a)
w(L,t) —ug(L,t) = h(t). (22b)

In all other cases, the solution proceeds in a manner similar to Case 1 (a # ) of
the half-line problem. In the following, we present details of the boundary-value problem
with boundary conditions (21a-b). In this case, the global relation is

(14 k) Uo(k) 4 ikG — ike L H + (1 — ik)(jo — e ho) = (1 4+ k») et U (k,t), (23)

where G, H, go, ho are the time transforms of the Robin and Dirichlet data at the left and
right boundaries defined analogously as to the half-line case. Looking ahead, we suppress
the dependence of these terms on w and ¢ since the time transforms are invariant under
the symmetries of the dispersion relation unlike the functions U and Uy, which are given

by

Up(k) = (14 k)i (k) + g(0) — h(0)e ™ + (ik — 1)(uo(0) — e *un(L)),
Ulk,t) = (1 + k) a(k,t) + g(t) — h(t)e ™ + (ik — 1)(u(0,t) — e *u(L, 1)).

The global relation (23) is valid for all & € C\{—4,:}. Using the symmetry k — 1/k we
obtain another version of the global relation valid for k € C\{—i,0, i},

1+ k? 1 0 i ik k=i, gy LEER (1
7[]0 (E)+EG_E6 H—l— L (90—6 ho)— 12 e“tU E,t . (24)

Hence we obtain a system of equations for the unknown Dirichlet data which may be
solved to obtain

(iz) =AY P+ R), (25)
where
» ! —e Ik (k —4) e RE(1 —ik) et(1 4 k?) k2U (k,t)
i1+ k)6 (k) (k- i) k(1 — ik) T TR U(1/k,t)

13



—(1+ K Uy(k) — ikG + ike * " H
R =
1+k:2

Uo(%) — %G —+ l"gefikLH
and

(5<k) — efiL/k . efikL.

The global relation (23) is solved for @(k,t). Taking the inverse Fourier transform of the
resulting expression leads to

1 00 ikx

e - 1 o etk -
- t) — h(t)e *Ydk — — t) —u(L, t)e *dk
wat) == 5= [ Tt = o k- 5 [ (0.0~ u( e )
zk:l: wt 1 [e’¢) ik.eik:efwt 1 o] ikeikxfikawt
— dk ——Gdk — — ——— Hdk
* / 1+k2 (k) +27r/ (1+k2)2G 27r/_oo (1+ k2)?
k + Z) tkx—wt k + Z zk:r:—ikL—wt~
dk + — hodk.
27r/_ (1+ k2)2 T gy Jdk / (1+ k2)2 0

The integrals in the above expression involving boundary data may be deformed off the

real axis to circular contours around k = 47 denoted by C; and C, respectively, leading
to

—T ea:—L

. 1 00 eikz—wt
u(z,t) =— 5 g(t) + 5 h(t) + e “u(0,t) + %/ e Uo(k)dk

1 Z'keikz—wt 1 Z'k.ezkz ik L—wt
— ——Gdk + — ———Hdk
i /C TSR /C ENEE
; N ptkr—wt ; N ptkr—ikL—wt _
1 ik +d)e " k:—i/ i(k+i)e odh.
or Jo. (14 K2)2 o 1+ k2)2

Substituting for g and ho from (25) and taking appropriate residues we obtain

—x z—L

e e 1 00 eikxfwt
(1) == glt) + h(t) + e w00+ 5o | T Uo(kydh
1 Z’keikx—wt 1 ik.ezk:c 1l~cL—wt
— ———Gdk + — ——Hdk
i /c TS 27/ (11 k22
1 [ deht(k i)

- jkx—ikL—wt k’—f—l)
_ = A" R),dk — s ( ARy dk
o Jo, (1 +K2)? ( I zw/ (1+ k2)2 ( )2
w1 9(t) — e Fh(t) e "

e ey (e"(x + 1)g(t) — (x + 1 — L)h(t))

e —x+L

m(e_Lg(t) — h(t)) - QWQ(—@} t)

o w(0,t) —u(L,t)e b u(0,t) —u(L, t)e"
+ e ot T L +e "k P — (26)

where (A™'R); and (A~ R), refer to the first and second components of the vector A™'R
As in the half-line case, we notice that the above expression depends on the unknown
Dirichlet data and the function @(—i,t). Since by assumption u(z,t) is a solution to the
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PDE, we may substitute the right-hand side in the BBM equation, which results in the
following necessary condition relating the unknown functions u(0,t), u(L,t) and u(—i,t)

i(—i,t) 4+ g'(t) — e “h/ (t) = u(0,t) — e Fu(L, ). (27)

It may be shown that this constraint is satisfied by any solution to the PDE. Indeed it
is the finite interval analogue of (11). We may obtain two additional equations between
the three unknowns from (25) by multiplying by e (1 — k?)/(1 + k*)? and integrating
along a small contour C around k = ¢. This leads to

—wt 1 -k -1
/Ce R AT (P+R)dk =0. (28)
Evidently, equations (28) and (27) are three equations for three unknowns. This system
of equations may be solved to obtain the Robin-to-Dirichlet map as well as a map from
known initial and boundary data to the function @(—i,t). Using these definitions for the
unknown functions, (26) represents the solution to the boundary-value problem on the
finite interval. Indeed it is the unique solution since the Robin-to-Dirichlet map for the
finite interval maps the homogeneous problem to trivial Dirichlet data, and an energy
argument can be used to imply uniqueness. Note that (25), which was obtained from the
global relation (23), and (27) are obtained from the assumption of existence of a smooth
solution.

In order to satisfy the initial-boundary conditions we require additional compatibility
conditions, namely u((0) = uo(L) = ¢g(0) = h(0) = 0 and that the relation (27) is satisfied
at t = 0. We obtain the following constraint on the allowable initial and boundary data

tio(—i) + ¢'(0) — e 1 (0) = 0.

A calculation similar to that for the half-line case indicates that the only solution with
this particular boundary condition and ¢(t) = h(t) = 0 is the trivial one.

Conclusions

We have demonstrated the use of the MoF to PDEs with mixed partial derivatives in
two independent variables by dicussing BVPs for the linear BBM equation in detail. The
application of these ideas to other mixed-derivative equations is straightforward. For the
linear BBM equation, we have obtained two theorems.

Theorem 1. The BVP

Up — Uggt + Uy = 0, x>0,te (0,7, (29a)
u(z,0) = up(x), x>0, (29b)
au(0,t) + Pu,(0,t) = g(t), te(0,T), a,0 €R. (29¢)

has a unique solution when « # . Further, the existence of a smooth solution requires
up(0) = ¢g(0) = 0. If &« = [ the problem is ill-posed in the sense that the initial and bound-
ary conditions may not be prescribed arbitrarily. If homogeneous boundary conditions
are imposed, the initial condition must be identically zero for a smooth solution to exist.
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By uniqueness, this implies the only solution with homogeneous boundary conditions is
the trivial one. If & = 8 and non-homogeneous boundary conditions are prescribed, then
the constraint between initial and boundary conditions

must hold for a solution to exist.

Theorem 2. The BVP

Ut — Uggr + Uy = 0, xe[0,L], te(0,T], (30a)
u(z,0) = up(x), x € |0,L], (30b)

au(0,t) + Pu,(0,t) = g(t), te(0,7), a,8 €R, (30c)
yu(L,t) + du,(0,t) = h(t), te (0,7), v,0 € R. (30d)

has a unique solution when (a,v) # £(8,9). The existence of a smooth solution re-

quires up(0) = ¢(0) = 0 and uo(L) = h(0) = 0. If (a,y) = £(5,0) the problem is
ill-posed in the sense that the initial and boundary conditions may not be prescribed
arbitrarily. If homogeneous boundary conditions are imposed, the initial condition must
be identically zero for a smooth solution to exist. By uniqueness, this implies the only
solution with homogeneous boundary conditions is the trivial one. If (a,v) = £(5,0)
and non-homogeneous boundary conditions are prescribed, then the constraint between
initial and boundary conditions

in(—i) + ¢'(0) — e "h'(0) = 0,

must hold for a solution to exist.

It is possible to anticipate the non-trivial behavior mentioned in these theorems.
For linear BBM, the differential operator acting on the time derivative has the symbol
M (k) = 1+ k?, with a null-space spanned by {e®, e~*}. In order to invert this operator, it
is necessary for the null-space of the operator to be empty. This is achieved by selecting
the boundary condition. To see this consider linear BBM on the finite interval as a second-
order forced ordinary differential equation in u; (see [2]). For all boundary conditions
except the cases (a,7y) = £(f,9), it is possible to construct a Green’s function uniquely.
Further, the functions e* and e™® are in the null-space of the exceptional boundary
conditions. This is the cause of the ill-posedness. This form of ill-posedness should be a
generic feature of PDEs with mixed partial derivatives.
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