A Method of Transmitting Data to Manage Crops using WSNs on a Large-Scale Farm
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Abstract: 
On a large-scale farm, it is tedious work for a farmer to monitor the state of all crops. To ease this work, we collect farm temperature and image data at a base station through a wireless sensor network (WSN). The base station assesses the state of crops for the purpose of preventing crops from frost and drought damages. We are developing a large-scale farm-specific WSN to collect these data more efficiently and accurately. Since devices are distributed remotely on a large farm, they must also sustain a longer battery life. To address these problems, this paper proposes two data transmission methods: (1) how to adjust data-transmitting interval for preventing frost damage and (2) how to route temperature and image data through a WSN to the base station.
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Introduction

It is tedious work for a crop management administrator to check the state of crops in a vast farm or orchard and to conduct a visual inspection on all of them. To efficiently identify the state of crops, we collect data from temperature sensors and measure daylight hours from sunshine sensors at a base station through a WSN. We will develop a technique that allows the base station to assess the state of crops efficiently. 
The unusual state of crops can be roughly divided into two categories. The first category is frost danger. Crops can be damaged when air temperature drops down to their freezing point. A different type of crops has its own critical temperature in a different growing state, which is disclosed to the public [1]. Table 1 shows the critical temperature of the cherry in its bud state. The first row shows three different photographs of a cherry bud, and the second descries the name of each growing state. The third row shows two critical temperatures, each causing 10% and 15% death of the entire crops. To protect crops before the temperature falls down to a critical level, administrators need to check thermal data every small interval. 
The second category is the state where crops are damaged by drought. This is brought by a longtime dry weather. To prevent this danger, a farmer needs to monitor the state of crops periodically. One method of automating this repetitive check involves a base station in collecting daylight-hour data by a solar sensor, which is then used to predict the possibility of drought damage. However, this method has the following problems: solar sensors are generally expensive, and a failure in accurate drought prediction causes big damages onto crops. The other method develops an efficient technique to send photos of crops to a base station. This allows farmers to assess a drought of crops from photos other than solar data. 
In this paper, we focus on a development of efficient techniques to send temperature and photo data to a base station for these frost and drought prevention purposes. 

Table 1: Critical temperature of the cherry bud

[image: ]

Related Work

In a WSN employment particularly covering a large-scale area, large transmission delay and sensor battery consumption are a significant problem. In order to reduce the transmission delay, the use of a multi-frequency band can be considered [2, 3]. A high frequency-based network increases the number of sensors due to its narrow range of data transmission. This could significantly increase sensor deployment. 
Data aggregation is considered as a method of saving sensor battery. It reduces data-sending frequencies, thus reducing battery consumption [4, 5]. However, data aggregation incurs large transmission delay because of its data length and aggregation overhead. 
Another technique is sensor clustering. Sensors in a cluster first transmit data to their cluster head, and thereafter the cluster head relays the data to another head. Finally, cluster heads that are located closer to a base station deliver data to the base station. In other words, a WSN forms a hierarchy. This technique can decrease the network traffic between sensors and base station, and can achieve reliable communication [6-8]. However, since sensors in a higher hierarchy communicate frequently, sensors closer to a cluster head cause data congestions. In this paper, we propose a new technique for changing data-collection interval and data-transfer frequency based on our mathematical formulae that estimates how soon frost dangers are arriving.

Network Model

For modeling a WSN, we assume our research partner’s farm at Yakima, WA, USA that actually collects thermal data. Twenty sensor nodes called VikingX are currently installed so as to cover the entire farm, and they have carried out statistical work. VikingX transmits the measured temperature data to a base node by the frequency band of 902-928MHz. Since VikingX is an expensive device, it becomes difficult for farmers to install everywhere. Furthermore, precise data collection is also difficult because of the large range of radio communication. 
In this paper, we use VikingX as a cluster head, and have VikingX collect data from inexpensive neighboring radios with sensors (which we simply call ZigBee radios in the following discussions). The specifications of VikingX and ZigBee radios are shown in Table 2. VikingX can transmit data farther than ZigBee but slower than that. We assume effective speed is as default transmission speed. 

Table 2: Specification of VikingX and ZigBee Radio

	
	Frequency band (MHz)
	Communication range (km)
	Nominal speed (Mbps)
	Effective speed (Mbps)

	VikingX
	902-928
	A few
	0.23
	0.08

	ZigBee Radio
	2400-2500
	0.0-0.1
	11.0
	4.0



The space of the example farm used is approximately a 600m x 600m space. ZigBee radios are placed as shown in Figure 1. Each radio is installed every 50 meters in mesh. We set VikingX around the base station to balance traffic load. In this example, the number of VikingX is four. 
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Figure 1: Sensor placement
A New Model to Transmit Data on a Large-Scale Farm

We define data types and sensing modes as follows. Data types include two, (1) thermal data and (2) image data. We distinguish each data type based on the size of data. The sensing modes (such as thermal and visual mode) are criterion to decide a data transmission interval. We present an efficient farm-specific WSN data transmission that distinguishes these modes and data types. 

Thermal Mode and Visual Mode

Closer to the critical temperature, since the possibility of a negative influence on crops is high, it is necessary to make more exact temperature estimation by narrowing a temperature-sensing interval. Although sensors sample temperature periodically, constant temperature sensing both in daytime and nighttime, (a latter under frost-critical conditions) significantly consumes their battery life, which increases WSN maintenance costs. 
Here, we define a thermal mode as the time period from the frost-critical temperature up to the non frost-critical temperature. During a thermal mode, since the possibility of damaging crops is high, the sensing interval of temperature is narrowing regularly. Contrary to that, we define a visual mode as a time period other than a thermal mode. During a visual mode, the sensing interval stays in 30 minutes for statistical collection and the base station collects crop images. We describe how to change the collection interval in the following sections. 

Types of Data

There are two types of sensor data, (1) thermal data typically in bytes and (2) image data in kilobytes. Since image data are approximately 1000 times larger than thermal data, its transmission delay becomes large, thus incurring more significant overheads in a vast communication area. 

Data Transmission

We propose a new WSN data transmission that distinguishes a thermal mode and a visual mode. During a thermal mode, since a crop-damaging possibility may arise, we consider only thermal-data transmissions. Since the amount of thermal data is small, its delay is acceptablly small even if the data transfer uses VikingX. Therefore, thermal data transfers in a cluster hierarchy reduce the number of packet hops, save radio batteries, and faciliate highly reliable communication. This data communication technique is shown in Figure 2. 
 Each ZigBee radio transmits its sampled temperature every minute to VikingX or the base station. Then, the base station collects temperature data and processing data to present crop information to farmers. On the other hand, the farm state (other than temperature) can be observed with images that are sent in a visual mode communication. ZigBee radios transmit crop images to neighboring VikingX or base station as with thermal mode. 



Figure 2: Data communication system in thermal mode.

An Algorithm to Switch between Thermal Mode and Visual Mode

This section describes algorithms to switch between thermal-mode and visual-mode data transfers. We consider two algorithms. The first method is based on climate statistics that has been previously taken in a given farm area. For instance, it will sample temperature data and transfer it to the base station every minute. However, this static method may result in an error. Therefore, despite that a critical temperature is getting closer, temperature detection may be overdue. 
The second method involves a sensor in changing a data-sending interval in accordance with an overnight temperature transition. A temperature variant can be calculated from  shown in Equation 1.
                                                        (1)
 is the amount of the difference between the temperature at time  is a coefficient for weighted . When  is large, the weight is added to the amount of changing temperature, and promotes shift to a sensing interval. If  becomes more than and less than a threshold value, a thermal mode will shift to a visual mode and vice versa. Each transition mechanism is described below. 

Thermal Mode to Visual Mode

After the thermal mode (where a ZigBee radio sends a data packet every minute), it shifts to a visual mode (where the ZigBee sends a packet every 30 minutes). This shift is smoothly performed by frequently sampling temperature. Therefore, the thermal mode can shift to a virtual mode accurately. Thus, during the thermal mode,  is set as 1. 

Visual Mode to Thermal Mode

Since a visual mode has each sensor collect temperature data in a long interval such as a 30-minutes period, we may not be able to transit back to a thermal mode as quickly as possible. In other words, even if farmers began to feel uncertain in the visual mode that crops are safe, they cannot detect a critical temperature for next 15 minutes. Therefore, we increase  during the visual mode, and therefore can shift to a thermal mode smoothly. 
[bookmark: _GoBack] Furthermore, farmers may need to predict how quickly their farm temperature goes down to a critical point. Therefore, the sensing interval should be rapidly reduced from 30 to 15 minutes and therefore from 15 to 5 minutes. For this purpose, we use Equation 2 to calculate a sensing interval. 
                                                                         (2)
  expresses a coefficient. A sensing interval is in inverse proportion to a difference in temperature. In other words, an interval will get shrunk if a difference in temperature is large. Or, an interval will get enlarged if a difference in temperature is small.

Simulation

We simulate the packet arrival ratio in thermal and visual modes to transmit temperature and image data from ZibBee radios through VikingXs to a base station respectively. We assume that the simulated medium access control uses CSMA/CA and that our routing protocol follows dynamic source routing. In a thermal mode, the packet generation ratio is 1 packet per 15 seconds and each radio’s battery amount is 200 mAhr. In a visual mode, the packet generation ratio is 1 packet per 1 second and the battery amount is 2000 mAhr. In an image transmission, ZigBee radios and VikingXs send a small packet (in 50 byte) continuously. If the base station receives all these packets 600 times (i.e. 30KB), it can successfully identify a farm image. During thermal data transmissions, we set the battery amount as one-tenth of that in the visual mode because of its shorter interval to transmit data. We changed the numbers of VikingXs in this simulation such as 0, 4, 8, 12, 20 and 24 VikingXs. Each distribution pattern is illustrated in Figure 3.
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Figure 3: Simulation topology

Figure 4 shows packet arrival ratios in the thermal mode. In this figure, x-axis corresponds to time elapsed for each packet to be delivered to the base station from ZigBees (which are located far from or closure to the base), and y-axis indicates packet arrival ratios. Without using VikingX, the degradation of the packet arrival ratio becomes pronounced. Using 4 VikingXs brings the highest packet arrival ratio with the best load-balanced communication over radios that have been installed closer to the base station. However, more than 4 VikingXs lead to low packet arrival ratios as comparing to 4VikingX. This is because congestions among VikingXs closer to the base increase, despite that congestion among ZigBee radios are mitigated.   
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Figure 4: Packet arrival ratio during thermal mode.

Figure 5 shows packet arrival ratios in the visual mode. X-axis and y-axis are the same as Figure 4. In this figure, packet arrival ratios decrease drastically when elapse time is large, as observed in thermal mode in that of Figure 4. 
Interestingly, packet arrival ratios of 8 VikingXs and 24 VikingXs are almost the same. With 8 VikingXs, although the congestion around the base station is mitigated, ZigBee radios those are located far from the base station need to frequently communicate each other to relay image data. With 24 VikingXs, although inter-ZigBee communication is reduced, more ZigBee radios need to interact with their local VikingX, (i.e., their local cluster head) more frequently, which incurs packet congestions.
Considering image transmissions, the base station must receive 600 packets continuously. In our simulation results, the number of successful image transmissions is 282 with 8 VikingXs. Without VikingX, the base station can get only 207 images. 
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Figure 5: Packet arrival ratio during visual mode. 

Conclusion

This paper presented efficient WSN data transmissions over a large scale farm. We defined a thermal mode to transmit temperature data and a visual mode to transmit image data. We considered how to change a thermal mode to a visual mode and vice versa. We used VikingXs, because they ensure reliable inter-cluster communication. Our simulation results show that the number of VikingXs gives a large impact to the increase and decrease of data congestions that occur around the base station as well as each cluster head (which is controlled by VikingX). More VikingXs mitigate inter-ZigBee communication but increases interaction from ZigBee to its local VikingX, which wastes VikingX battery and thus shortens the entire WSN lifetime. Especially, visual mode has strong tendency in this observation due to its large data transmission. 
There are many avenues for future studies. We need to simulate the efficiency of our proposed strategies that switch between thermal and visual modes. We should also consider routing algorithms between ZigBee radios, which will save each radio’s battery and thus reduce the maintenance cost of a farm-specific WSN. We will make an on-field experiment using VikingXs in future.
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