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1 Introduction
This paper hypothesizes that transfer-based machine
translation (MT) systems can be improved by encod-
ing Information Structure (henceforth, IS) in both the
source and target grammars, and preserving IS in the
transfer stage. This paper delves into how IS can be
represented within the HPSG/MRS formalism (Pol-
lard and Sag, 1994; Copestake et al., 2005), and how
it can help refine multilingual MT. Building upon that
framework, this paper also provides a sample transla-
tion between English and Japanese, and checks out
the feasibility in small-scale translation systems built
with the HPSG/MRS-based LOGON MT infrastruc-
ture (Oepen et al., 2007).

2 Puzzle
In the context of MT, we find that allosentences –
close paraphrases which share truth conditions (Lam-
brecht, 1996) – are not always felicitous as trans-
lations of the same inputs. For example, a simple
English sentence (1a) can be translated into at least
two Japanese allosentences such as (1b) (i.e. with the
nominative marker ga or with the topic marker wa).

(1) a. I am Kim. (English)

b. watashi-ga/wa
I-NOM/TOP

Kim
Kim

desu.
COP (Japanese)

However, the selection between them is conditioned
by the given context; the NP marking hinges on
whether watashi ‘I’ functions as the topic or not. If
the sentence is an answer to a question like ‘Who are
you?’, the topic marker wa is much more preferred.
In contrast, if the sentence replies to a question like
‘Who is Kim?’, the topic marker seldom appears.

Another example which is deeply concerned
with translational equivalents can be found in ac-
tive/passive pairs. Consider the Japanese sentences
in (3), which are translations of the English sentences
in (2). The active sentence (3a) is just fine, but the
passive sentence (3b) sounds like a clumsy transla-
tion, as inanimate nouns tend not to appear in subject
position of passive clauses in Japanese. That is, pas-
sives in one language cannot always be translated into
passives in another; the active sentence (3a) is one of
the potentially legitimate translation of the English
passive one (2b), while the passive one (3b) is not.

(2) a. Kim tore the book.

b. The book was torn by Kim. (English)

(3) a. Kim-ga
Kim-NOM

sono
DET

hon-o
book-ACC

yabut-ta.
tear-PST

‘Kim tore the book.’

b. ?sono
DET

hon-ga
book-NOM

Kim-ni
Kim-DAT

yabu-rare-ta.
tear-PASS-PST

‘The book was torn by Kim.’ (Japanese)

As presented in (1), case makers (e.g. ga for nomina-
tives and o for accusatives) in Japanese are in com-
plementary distribution with the topic marker wa. In
addition, scrambling (OSV order) is highly produc-
tive in Japanese (Ishihara, 2001). Hence, (3a) has at
least eight allosentences (2×2×2) as given in (4).1

Though these eight sentences presumably share the
same truth conditions, they are not felicitous in the
same contexts.

(4) a. Kim-ga/wa
Kim-NOM/TOP

sono
DET

hon-o/wa
book-ACC/TOP

yabut-ta.
tear-PST

b. sono
DET

hon-o/wa
book-ACC/TOP

Kim-ga/wa
Kim-NOM/TOP

yabut-ta.
tear-PST

The difference in felicity conditions between al-
losentences is the subject of study of IS. Thus, in
order to solve the mismatch and refine the transla-
tions, this paper turns to IS. IS is hypothesized to be

1An anonymous reviewer took notice of two facts re-
garding these allosentences. First, the so-called double wa
construction, in which the topic marker wa attaches to both
the subject and the object, rarely occur in Japanese. But,
it is also true the double wa construction is not illegitimate
in Japanese, though the productivity is rather low. We as-
sume that the first wa-marked NP in a sentence is the topic
of the sentence, and the second wa-marked NP conveys
the meaning of contrastive-focus. Second, since Japanese
belongs to the so-called pro-drop languages, we can con-
sider one more option; namely topic-drop. That is, Kim
and sono hon ‘the book can be freely dropped, depending
on the given context. Moreover, since NP markers (e.g. ga
and wa) are optionally used in Japanese, we have at least
32 allosentences, in total. But, this paper, which basically
aims to verify whether or not IS can improve performance
of transfer-based MT with a small-scale experiment, tenta-
tively ignores the last two options.



universal: All languages have some way to mark top-
ics and foci, such as with pitch accent, word order,
morphological marking or some combination of these
(Gundel, 1999), though the marking is not necessar-
ily unambiguous. The universality of IS suggests that
it should transfer well, and that it in turn can help fa-
cilitate transfer when the syntactic structures in the
source and target languages diverge.

In order to check out the computational feasibility
of this proposal, this paper looks at the particular case
of translating English passive sentences into Japanese
and Korean, such as (2–3), in that active/passive pairs
can yield relatively larger numbers of allosentences.

3 IS in HPSG/MRS
Because assignment of IS categories to referents can
be constrained by both lexical marking (morphologi-
cal or prosodic) and phrase-structural configurations,
we analyze IS in terms of three levels of structure: a
semantic feature INFO-STR reflecting the information
in the MRS (§3.1), a syntactic feature MKD encoding
the lexical marking (§3.2), and a set of constraints on
phrase structure rules relating the two (§3.3).

Our analysis builds on the following assumptions:
First, while sentences always have at least one focus,
they do not always have a topic (Gundel, 1999); fur-
ther, constituents may be ‘background’ (i.e. neither
topic nor focus). Second, we treat ‘contrast’ as one
of the cross-cutting IS categories, which contributes
the entailment of an alternative set (Molnár, 2002).2

Third, semantically empty categories (e.g. comple-
mentizers, expletives) and syncategorematic items
(e.g. relative pronouns) are informatively empty as
well (i.e. assigned no IS category).

(5) a. It is Kim who tore the book.

b. The book was torn by Kim.

For example, in (5a), an expletive ‘it’ and a copula
‘is’ are semantically empty and a relative pronoun
‘who’ is syncategorematic; thus, they are informa-
tively vacuous. Likewise, since the preposition ‘by’
in English passive sentences is assumed to be seman-
tically void, it cannot take part in IS, as shown in

2That means there are four components that participate
in IS; topic, foucs, contrast, and background. Lambrecht
(1996) regards ‘contrastiveness’ as a merely cognitive con-
cept, yet there are several cross-lingustic counterexamples
to his claim; some languages employ specific markers or
syntactic ways to express contrastiveness. For example,
Vietnamese uses a contrastive-topic marker thı̀ which is
distinctive from the regular topic (i.e. aboutness-topic in
this paper) (Lee, 2007). In Portuguese, similarly, con-
trastive focus precedes the verb, whereas non-contrastive
focus (i.e. semantic-focus in this paper) follows the verb
(Ambar, 1999).

(5b). Finally, we assume the canonical position of
topics is sentence-initial in our sample of languages
(English, Japanese, and Korean), though this gener-
alization does not hold for all languages (Erteschik-
Shir, 2007).

3.1 MRS: info-str

info-str

marked unmarked

focuscontrast

contrast-topic contrast-focus

topic

semantic-focusaboutness-topic

frame-setting-topic  

Figure 1: Type Hierarchy of info-str

Although IS is strictly speaking pragmatic rather than
semantic, we represent it in our MRS semantic repre-
sentations. Our motivation for doing so is primarily
practical: The MT infrastructure we are using (Oepen
et al., 2007) does MRS-based transfer. Therefore, any
information that we wish to have access to in trans-
fer must be encoded in the MRS. Because we want
to consolidate information accessible in transfer in
the MRS, we encode the IS in the semantics (MRS),
rather than in the context, contra (Engdahl and Vall-
duvı́, 1996; Paggio, 2009). Like Paggio, we associate
IS with semantic indices; however, while Paggio has
IS-related lists in the CONTEXT structure taking in-
dices as their elements, we represent IS with a feature
on indices directly in the MRS. This feature (INFO-
STR) draws its values from the hierarchy in Figure 1.

3.2 Markedness: mkd
The lexical marking itself is recorded via a syntactic
feature MKD, inside of CAT. MKD has two subfea-
tures, TP and FC, which can be constrained indepen-
dently.3

(6)



MKD

[

TP bool

FC bool

]





The value of MKD is always a subtype of mkd,
drawn from the hierarchy in Figure 2 (tp is con-
strained to be [TP +], non-tp [TP –], fc [FC +], and
non-fc [FC –]).4

3What we expect in our future work is that mkd could in
principle be used in modeling focus projection, in the sense
that foci can be classified into narrow focus and wide focus
(a.k.a. argument focus vs. predicate focus).

4For example, the Vietnamese contrastive-topic marker
thı̀ (Lee, 2007) has the tp-only because it cannot be used to



tp non-tp fc

mkd

non-fc

tp-only tp-or-fcfc-only unmkd  

Figure 2: Type Hierarchy of mkd

The MKD value reflects the morphological marking
but does not necessarily match with the actual INFO-
STR value because in some languages the construc-
tions assign the INFO-STR, taking into account both
the MKD value of the daughters and construction-
specific constraints on their order. For instance, the
topic markers wa in Japanese and (n)un in Korean
can involve a focus reading if the topic-marked NP is
scrambled as shown in (4b), which will be explained
in detail in (§4.2).

3.3 Sentential Forms: sform

Building on (Lambrecht, 1996; Engdahl and Vall-
duvı́, 1996; Paggio, 2009), we propose the classifica-
tion of phrase types in Figure 3. topicality is mainly
concerned with how the topic is realized in a sen-
tence. In topic-comment constructions, topics are fol-
lowed by other constituents. As noted, not all sen-
tences have topics. We provide for this with the type
topicless (e.g. cleft sentences in English such as (5a)).
focality is divided into narrow-focus and wide-focus,
because some languages have different ways to ex-
press these (e.g. Somali (Lecarme, 1999)).

Several of these sentence types are illustrated in
English allosentences (7), where we have added an-
notations disambiguating the IS: SMALL CAPS in-
dicate prosodically marked foci, boldface indicates
prosodically marked topics, and [f ] indicates the ex-
tent of focus projection.

sform

topicality focality

topic-comment topicless narrow-focus wide-focus

topic-focus-bg
topic-bg-focus

focus-bg all-focustopic-focus

 

Figure 3: Type Hierarchy of sform

(7) a. The book was torn by [f KIM].

express foci.

b. The book [f was torn] by Kim.

c. The book [f was torn by Kim].

d. [f THE BOOK] was torn by Kim.

e. [f The book was torn by Kim].

(7a) is encoded as topic-bg-focus. (7b-c), with pred-
icate foci (i.e. wide-focus), are topic-focus-bg and
topic-focus, respectively. (7d-e) are topicless; focus-
bg and all-focus, respectively.

If INFO-STR is lexically determined like (7a) in
which INFO-STR is prosodically or lexically condi-
tioned, SFORM can be easily detected as well. For
example, the ‘as for’ construction in English, such as
(8), belongs to topic-comment because the (near) lex-
ical expression ‘as for’ which has the tp-only (i.e. [TP
+, FC –]) forms (contrastive)-topic, and the NP pre-
cedes the comment; (8) is encoded as topic-focus-bg.

(8) As for the book, KIM tore it.

However, since the Japanese marker wa itself is infor-
mationally ambiguous, the syntactic configuration is
required to determine SFORM as well as INFO-STR of
each sentence in (4), as discussed in the next section.

4 IS in English and Japanese/Korean

4.1 English

In English, IS is normally constrained by pitch
accents (Jackendoff, 1972)5; thus, an A-accented
phrase (H*) takes focus, while a B-accented phrase
(L+H*) takes topic, as presented in (9). As for con-
trast in English, its prosodic marking is partially sim-
ilar to both A/B-accent (Hedberg and Sosa, 2007).
As a result, both accents can be interpreted as con-
trast, in an appropriate context. Therefore, we as-
sign the INFO-STR values topic and focus, which are
compatible with the more specific contrast-topic and
contrast-focus.

(9)

fp-lex-rule →
[

PROSODY a-accent

INFO-STR focus

]

tp-lex-rule →
[

PROSODY b-accent

INFO-STR topic

]

In the context of our text-based MT, this property
might be problematic, because written English does
not explicitly mark IS. However, IS categories pre-
sumably could be added to an English input sentence
as a preprocessing step, either on the basis of prosodic
analysis in a speech-based system or on the basis of a
classifier which takes extra- as well as intra-sentential

5We are not considering the pitch accents directly in this
study.



context into account. For present purposes, we rep-
resent these patterns with typeface variations in this
paper. In the evaluation process of this study, since
English does not orthographically mark prosody, we
tentatively made use of hypothetical suffixes ‘-TP’,
‘-FP’, which represent B-accent for topics, and A-
accent for foci respectively. For instance, (7a) is en-
tered into our system as ‘The book-TP was torn by
Kim-FP’.6

4.2 Japanese/Korean
Japanese and Korean employ topic markers (wa and
(n)un, respectively), and often allow scrambling (e.g.
(4b)) which contributes to IS in these languages
(Choi, 1999; Ishihara, 2001). From these facts, (4) il-
lustrates the range of possible translations in Japanese
corresponding to the English passive sentence (2b).

The topic markers in Japanese and Korean can also
be used to denote contrastiveness. Choi differenti-
ates contrasts from non-contrastive foci and topics in
Korean. First, contrasts can freely scramble, while
non-contrastive foci (a.k.a. semantic-focus (Gundel,
1999)) cannot. Second, when (n)un attaches to the
in situ (i.e. non-scrambled) subject, the subject can
be either topic or contrast. On the other hand, when
(n)un attaches in situ non-subjects (e.g. objects), such
constituents have only the contrastive reading. Since
scrambling and IS interact the same way in Japanese
as in Korean, we can create generalizations about the
interaction between scrambling and IS in Korean and
Japanese as follows: First, we mark the constituents
with wa and (n)un themselves as tp (i.e. [TP +, FC
bool]). Second, we note the three possible interpre-
tations of a tp-marked NP, depending on its syntac-
tic function and position, shown in Table 1. Third,
wa or (n)un cannot occur in all-focus constructions,
which allow only semantic-focus lacking contrastive
meanings. Finally, the constituents marked with wa
or (n)un are necessarily marked for some IS category,
i.e. cannot simply be ‘background’.

Table 1: IS of topic-marked NP
in-situ scrambling

subject topic contrast-focus
non-subject contrast-focus contrast-topic

In short, as presented in Table 1, contrast-topic and
contrast-focus play a role in Japanese and Korean, be-

6English also uses syntactic patterns to mark informa-
tion structure, notably clefts, English focus movement, and
as for. As these are much less pervavise than prosidic mark-
ing of information structure in English (and morphosyntac-
tic marking in Japanese and Korean), we leave the integra-
tion of these into our English grammar fragment for future
work.

cause NPs with topic markers in these languages can
have more than one reading by itself. Thus, the topic
markers mark only tp on MKD as represented in (10).

(10)

nom-marker →








ORTH

〈

ga
〉

MKD unmkd

CASE nom









topic-marker →








ORTH

〈

wa
〉

MKD tp

CASE case









The value of MKD is mapped to values of INFO-
STR via the constraints on the various sform types.
topic-comment requires tp of non-head-daughter such
that only NPs with topic markers can participate in
topic-comment.

(11)











topic-comment

MKD tp

HD |MKD fc

NON-HD |MKD tp











In this way, INFO-STR in Japanese and Korean is
specified at the phrasal level (i.e. each grammatical
rule, such as subj-head and comp-head) unlike En-
glish. For example, the phrase structure rule building
the node combining the subject and the verb for (4b)
(attaching Kim-wa ‘Kim-TOP’ to the rest of the sen-
tence) is an instance of top-scr-subj-head, which in-
herits from both subj-head and topic-comment. Since
the subject Kim-wa in (4b) is not in-situ, the construc-
tion constrains the INFO-STR as contrast-focus. On
the other hand, NPs with nominative markers (e.g.,
Kim-ga in (4b) can be interpreted as neither topic
nor contrast, because the non-head-daughter of topic-
comment is incompatible with [TP –] as given in (11).
In a similar vein, sono hon-wa ‘DET book-TOP’ in
(4b) is a scrambled complement; it is licensed by
(13) which inherits from both comp-head and topic-
comment. Its INFO-STR is contrast-topic, because it
is interpreted as both contrast and topic.

(12)


top-scr-subj-head

HD |VAL |COMPS
〈
[]
〉

NON-HD | INFO-STR contrast-focus



5 Translation
5.1 A Sample Translation
The sample sentence we try to translate is (7a), which
has at least eight potential translations in Japanese
as given in (4). Since ‘Kim’ is focused in the input,
if the Japanese translation of this NP includes wa, it



(13)







top-scr-comp-head

HD |VAL |COMPS 〈〉

NON-HD | INFO-STR contrast-topic







must be the contrast-focus use of wa, and not topic or
contrast-topic. However, as ‘Kim’ in (7a) is semanti-
cally focused in the given context (i.e. semantic-focus
lacking a contrastive meaning), sentences in which
wa attaches to ‘Kim’ are naturally excluded in the
target language, Japanese. In addition, since ‘the
book’ is the topic, and topics in Japanese must oc-
cur sentence-initially, only the scrambled variant (14)
is the felicitous translation directly corresponding to
(7a).

(14) sono hon-wa Kim-ga yabut-ta.

sono hon-wa in (14) has two interpretations per se;
either regular topic (e.g. aboutness-topic (Krifka,
2008)) or contrast. But when it combines with the
VP Kim-ga yabut-ta at the phrasal level, its INFO-
STR is specified as contrast-topic by the constraint on
(13). The input MRS in Figure 4 specifies [INFO-
STR focus] on the index of named rel for ‘Kim’, and
this is preserved in the mapping to the MRS in Fig-
ure 5. Accordingly, the structure generated by the
Japanese grammar with the MRS in Fig 5 as input is
all compatible with this constraint. That is, our gram-
mar only gives one output for the input MRS given in
Figure 4. In particular, we get the wa-marked NP in
the position where it receives contrast-topic as their
INFO-STR (i.e. non-subject and scrambling in Table
1) and ga-marked NPs as the realization of named rel
for ‘Kim’. One such derivation is shown in Figure 6.

5.2 Evaluation: Translating Passives
In our system, IS serves to help filter unsuitable
strings from the output; consequently, we can obtain
more felicitous translations corresponding to the in-
put sentences.

This study has implemented the proposals in tdl
(type description language), the high-level language
interpreted by the LKB (Copestake, 2002). The
first step is to construct toy grammars for English,
Japanese, and Korean, using the Grammar Matrix
customization system (Bender et al., 2010). As a sec-
ond step, other rules to produce allosentences (e.g.
actives/passives) are added to each starter grammar.
The third step is to implement IS into each gram-
mar, as given earlier. Finally, we create the map-
ping between internal and external features of indices
(semi.vpm), in accordance with the MT infrastructure
of LOGON (Oepen et al., 2007).7

7In this study, we avoided the need for transfer rules by



mrs

LTOP h1 h

INDEX e2 e

RELS

〈



exist q rel

LBL h3 h

ARG0 x4


x

PNG.PER third

PNG.NUM sg

INFO-STR topic

COG-ST uniq+fam+act


RSTR h5 h

BODY h6 h


,

 book n rel

LBL h7 h

ARG0 x4

,



tear v rel

LBL h1

ARG0 e2

ARG1 x8


x

PNG.PER third

INFO-STR focus

COG-ST type-id


ARG2 x4


,


proper q rel

LBL h10 h

ARG0 x8

RSTR h11 h

BODY h12 h

,

named rel

LBL h9 h

ARG0 x8

CARG Kim



〉

HCONS

〈qeqHARG h5

LARG h7

,
qeqHARG h11

LARG h9

〉


Figure 4: Input MRS (English)

mrs

LTOP h1 h

INDEX e2 e

RELS

〈



exist q rel

LBL h3 h

ARG0 x4

xINFO-STR contrast-topic

COG-ST uniq+fam+act


RSTR h5 h

BODY h6 h


,

 book n rel

LBL h7 h

ARG0 x4

,

proper q rel

LBL h10 h

ARG0 x9

RSTR h11 h

BODY h12 h

,


named rel

LBL h8 h

ARG0 x9

xINFO-STR focus

COG-ST type-id


CARG Kim


,


tear v rel

LBL h1

ARG0 e2

ARG1 x9

ARG2 x4



〉

HCONS

〈qeqHARG h5

LARG h7

,
qeqHARG h11

LARG h8

〉


Figure 5: Output MRS (Japanese)

For our experiment, we made use of 24 input sen-
tences in English; eight types of allosentences for
each of the three verbal types: ‘tear’, ‘chase’, and
‘hit’. The first one takes inanimate nouns as comple-
ments, and thus resists passivization in Japanese and
Korean. The second one tends to be freely passivized.
The third one does not have passive forms in Korean,
whereas it is often passivized in Japanese.

Our experiment shows our IS-based system, com-

using pseudo-interlingual predicate names.



S
[

top-scr-comp-head

MKD tp

]

1 PP
[

MKD tp

CASE case

]

sono hon-wa

VP








scr-subj-head

MKD mkd

COMPS
〈

1 [contrast-topic]
〉









2 PP
[

MKD unmkd

CASE nom

]

Kim-ga

V






SUBJ
〈

2 [marked ]
〉

COMPS
〈

1

〉







yabut-ta

Figure 6: A Sample Derivation in Japanese

paring to the baseline that lets all of potential trans-
lations through (without filtering for IS), filters out
288 unsuitable outputs in Japanese and 295 unsuit-
able outputs in Korean. Consequently, we can reduce
the numbers of outputs from 350 to 62 (82.29% re-
duction) for Japanese, from 344 to 49 (85.76% reduc-
tion) for Korean, leaving only more felicitous transla-
tions. Thus our IS-based MT system has reduced the
number of translations dramatically, which has two
obvious effects on the performance of transfer-based
MT: First, the processing burden of MT component
which ranks the translations and select only suitable
results can be greatly lightened, which should im-
prove translation speed. Second, though it is still
necessary to harness a re-ranking model for choos-
ing translations, we can start from once-refined sets
of translations, which should improve translation ac-
curacy.

6 Conclusion

So far, we have covered how we represent IS within
the HPSG/MRS framework and how it is used to
refine translations, especially focusing on translat-
ing English passives. The implications of this study
are as follows: One the one hand, since the type
hierarchies for IS that this paper proposes are con-
structed almost language-independently, we are opti-
mistic that they will apply to other languages pairs as
well. On the other hand, by enriching our semantic
representations with IS, we effectively move further
up the MT pyramid (Vauquois, 1968), reducing the
burden on the transfer component. We suggest that
IS can play a similar role in other cases of structural
mismatch in transfer-based MT.

Our future work includes the following: First, we

plan to evaluate our IS-based system with various
types of sentences, such as clefting, topicalized sen-
tences, and topic-drop sentences. Second, other lan-
guage pairs also need to be covered in order to check
out the feasibility of this proposal. In particular, MT
from Japanese/Korean to English has to be examined
in the sense that Japanese/Korean employ more spe-
cific IS than English in our proposal. Finally, we plan
to build up an library of IS analyses for the Grammar
Matrix customization system (Bender et al., 2010),
which contains the main proposal of this paper.
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