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The Reality of Electronic Editions
Susan Hockey

Much “hype” currently surrounds discussions on hypertext, electronic textuality, theory of electronic text and related topics, especially in relation to the preparation of electronic editions and archives. Leading textual scholars have embraced the idea of electronic texts and textuality, and have speculated at length about this new medium both in print and on the Internet.
 However, in practical terms we are very much further behind.  Few implementations exist and most of these are, in my view, poorly designed and weak in functionality. They tend to have too much dependence on the HyperText Markup Language (HTML) and native Web technology and to incorporate too many multimedia gimmicks. They also fail to provide the user with adequate tools to manipulate and analyse the material, and thus do not fully exploit the real power of the technology.
 

It is all too easy to be seduced by the medium and lose sight of the scholarly objectives of a project.  I want to argue here for “back-to-basics” and that we need to take a more scientific approach towards defining a workable model for electronic editions.
   We need to reach consensus on a model that will serve current and future scholarly needs and not be overtaken by rapid changes in technology.  That model must be flexible enough to address the needs of a variety of users and must also be amenable to many kinds of computer processing.  We need to prove that the concept of electronic editions is viable for the long-term, and formulate a path to arrive at that proof.  A scientific approach calls for building on existing expertise, developing models, evaluating those models and documenting what we have learned.  In this, as in much computer-based work, methodological issues are foremost.  It is impossible to avoid the “how” when starting an electronic project.  Given the expense of creating electronic information, it makes sense to consider a generalizable framework for the “how”, and to aim to build a framework and tool set that satisfies many purposes. 

It also makes sense to start from what we know.  In this case we have a reasonably-well defined model for printed editions, one which has evolved over a period of time and which works as well as it can given the limitations of the medium on which it is published--it is of course these limitations that have led scholars to begin to experiment with electronic editions in the first place. In electronic form we are no longer limited by what can be fitted on to rectangular pieces of paper and bound together into a book.  A publication can theoretically be any size, or even unlimited, but in more practical terms its size is perhaps limited by what the reader can conceptualize as being part of it.  In electronic form, material in a publication does not have to appear in a single linear stream.  It can be organized in many different ways, but in reality readers very soon get “lost” unless they can perceive some kind of framework to the material.  The print model with a linear stream of text and footnotes at the bottom of the page offers a well-understood and very simple framework that works reasonably well when there is only one version of the text and when the information in footnotes applies only once and is not repeated anywhere.  It works less well for more complex texts where it is very difficult to present multiple versions, or for annotations that need to be repeated and thus can only be signalled by cross-references perhaps even to earlier volumes.  For an electronic edition, we need to build on these structures, not by attempting to replicate the printed page, but by organizing the information into its component parts, which can then be manipulated as needed. 

We also now know a fair amount about electronic texts, particularly about how to create electronic texts and what kinds of processing can be successfully carried out on these texts. Humanities computing began in 1949 with Father Busa’s Index Thomisticus, a concordance to ten million words of St Thomas Aquinas and related authors.
 Until recently much work in literary and humanities computing has focused on the detailed analysis of scholarly electronic texts.
  The computer is extraordinarily good at finding patterns, and counting and sorting them, provided that those patterns are clearly defined. Concordances can be excellent tools for philological, linguistic and stylistic applications. Many of the scholars using concordance tools worked on very complex texts which they needed to represent in fine detail in electronic form. This led to research into methods of representing or encoding electronic text, an area where I do think that significant progress has been made and where, as is shown by current developments in XML which are discussed further below, the humanities computing community has been leading the field.

Electronic texts are much more useful when markup or encoding is inserted within them. Markup makes explicit for computer processing things which are implicit for the human reader. Markup thus puts intelligence into the texts, providing information to help computer programs perform more meaningful operations on those texts. 
  It was soon realized that markup is needed, for example, to identify titles or names of manuscripts or to distinguish notes from the main text, but early projects then faced the question of what that markup should look like. In print format typographic markup in the form of font changes or location on the page distinguishes features such as headings, titles, author names, and page numbers. This form of markup is intended to aid the reader by reinforcing what the text says, but it is designed for print and does not translate well to the electronic medium where other operations such as indexing or the insertion of hypertext links will also be performed on the text. For example, italics can be used to represent both titles and emphasized words in the same text, thus making it impossible for a computer program to search only within titles. Font changes are used extensively in an entry within a dictionary to distinguish headwords, definitions, etymology, quotations etc, but an examination of an entry in the OED will show that italics are used for etymologies and titles within quotations. Another example is a critical text where there is a recognized format, which the reader expects, but which is difficult for a computer program to analyse in order to extract the names of manuscripts or the variant readings.

Research in the creation and use of markup schemes has illuminated the problems in using so-called ‘prescriptive’ markup where the markup indicates what function is to be carried out on the text. Prescriptive markup restricts the functionality of the electronic text because the text can only realistically be used for what is prescribed in the markup. By far the most widely used form of prescriptive markup is that created by wordprocessors. Many editorial projects have been known to go to extreme lengths to word process their material into carefully designed pages with page numbers, footnotes and other annotations, only to find that they cannot use that electronic text for other purposes even ones as simple as word indexes. 

‘Descriptive’ markup is much more powerful and flexible.
 The concept behind descriptive markup is very simple. Instead of indicating what the computer is to do with a component within the text, descriptive markup merely says what that component is. This has the obvious, and extremely useful, side-effect of allowing different functions to be performed by different computer programs on the same component without making any changes to the text itself. Well-designed descriptive markup has another advantage, particularly for scholarly work. It enables a model to be built which corresponds exactly to the text, but which also can be extended if new features are to be encoded. Many older markup schemes require the text to be fitted into a pre-defined model which more often than not does not reflect the true nature of the text. The representation of the text has to be simplified to make it fit the model. All subsequent processing is carried out on this simplified model, to the detriment of the scholarship which is being carried out. Designing a model that corresponds to the existing text rather than fitting the text to an existing model makes more sense all round.

Those who have begun to use the World Wide Web’s HyperText Markup Language (HTML) as an encoding model for electronic editions justify this choice not by the encoding scheme itself, but because HTML is directly interpreted by Web browsers. Thus the “edition” can be disseminated very quickly and it can easily incorporate links to images, notes and other apparatus. The Web has now become so ubiquitous that people who are relatively new to computing tend to assume that computing is the Web and that HTML is an accepted format much in the same way that the layout of printed pages is the accepted format for books. In fact the Web has only been in existence for a small number of years and it is developing all the time with various enhancements to HTML and more possibilities for multimedia. For this reason alone HTML does not seem to be an appropriate encoding scheme for scholarly editions.

A more detailed examination of HTML can also help to illustrate the points made earlier as well as point to future directions. HTML consists of markup tags embedded in the text and surrounding features which Web browsers are to display in a particular way, for example <h2> Second Level Heading</h2> which causes the text Second Level Heading to be displayed flush left in large bold type by Netscape and Internet Explorer. The concept of tags surrounding components within a text works well and, as implemented in HTML, it allows tags to be nested within other tags. The real problem with HTML is in the actual tags and what they indicate. The HTML tag set is a rather curious mixture of simple structural tags, for example <p> for paragraph, <ul> for unordered list, or <hn> for heading level n, and some typographic tags, for example <i> for italic, <u> for underline, and even in some versions <blink> to make the text blink on and off. Very few of these tags are much use for any intelligent searching of the text. The current generation of Web browsers incorporates a Find command on the Edit menu, but this searches the entire document. It would be much more useful to be able to search only within titles, or within quotations from the Bible, or within the list of variants, but this can only be done if better encoding is present.    

The Standard Generalized Markup Language (SGML) makes it possible to create a set of encoding tags that directly correspond to the components within the text.
 An SGML-based data model can avoid many of the simplification problems and is also easily extended if additional features are to be encoded. The principles of SGML can be summarized briefly here. An SGML- encoded text is a plain ASCII file, separate from any processing program. Thus the same text can be used for many different purposes and will outlast the computer on which it is created. SGML itself is a syntax or framework for defining markup languages. The set of markup tags for one particular project is called an SGML application. These tags and the relationships between them must be defined in an SGML document type definition (DTD) which gives a formal specification of the document structure. SGML-aware computer programs use the DTD to validate the markup and, more generally, to know what to expect as they move through a text,  processing it. Almost anything from a complete text down to the detailed interpretation of a part of a word can be encoded in SGML. It is up to the designer of a DTD to determine what is important and what should be encoded, a process known as document analysis. HTML is in fact a simple application of SGML and looking at an HTML document can be a useful way of beginning to understand the concepts.

SGML has a very useful mechanism for handling non-standard characters, which otherwise are not easily transferred from one machine to another. It does this by means of what it calls entities. An entity is simply a name for any arbitrary part of a document. It begins with an ampersand and ends with a semi-colon and consists of only those characters that can safely be transmitted across networks.  Standard sets of entities exist for commonly occurring non-standard characters, for example &eacute; for an e with an acute accent. The entity mechanism is in fact much more general than this. It can be used for boiler plate text, ensuring that the same phrasing is used throughout and it can even to refer to whole chapters or works, functioning as a place marker until these are complete.

The DTD mechanism allows software for processing SGML-encoded material to be generalizable and not restricted to specific tags as HTML browsers are. An SGML-aware program reads the DTD first and uses the knowledge derived from the DTD as it works through the text. SGML editors are able to help users insert the tags by offering a “pick” list of only those tags that are valid at a given point in the text. SGML retrieval programs are aware of the structure of the text making it possible, for example, to search for a word only when it is within a note, or to find all the Biblical quotations within sections of the text that are in Latin. When used in conjunction with Boolean operators AND, OR and NOT, this kind of precision enables the editor of an SGML-based edition to offer a whole range of tools to the user of the edition. Other SGML programs allow hypertext links to be associated with certain SGML elements, perhaps also only when certain conditions apply. Printing or formatting an SGML-encoded document is done very neatly by style sheets. A document may have several style sheets depending on the views that the editor wants to provide. Within each style sheet, a style is associated with every component and that style can be dependent on certain conditions.  For example, a quotation within a note may have a different format from a quotation within the main body of the text, and the style may also be “inherited” from components that are further up in the document tree structure.

Software to perform most of these functions already exists, although some of it might perhaps be expensive for the humanities scholar. SoftQuad’s Author/Editor
 is the most widely used SGML editor and versions of the TEILite DTDs for use with Author/Editor are available on the Internet.
 A SGML version of WordPerfect also exists, and has been used by some projects, largely because they felt that they were already familiar with the program.  However, I am aware of at least two projects that have found spacing problems in the program and have abandoned it.
 A shareware Windows version of the emacs editor with SGML is now also on the Internet.
 SoftQuad’s browser Panorama can be used to navigate SGML encoded text, but its searching capabilities are not strong. INSO Corporation’s Dynatext
 suite of products offers good structured searching and hypertext capabilities, and is being used by several projects that have obtained the software under INSO’s Higher Education Grant Program.  A list of SGML tools and vendors is maintained on the Internet by Steve Pepper.

Fortunately for the editor of an electronic edition, a good deal of SGML work has already been done in the humanities.  The Text Encoding Initiative (TEI), a major international project sponsored by the three text analysis computing associations, has developed a modular SGML application which is suitable for the humanities and what the European Union calls the language industries.  The TEI involved over a hundred volunteers in some twenty countries, who, over a period of six years, worked together to define some four hundred features that might be of interest in electronic texts and to specify SGML tags for them.  The TEI published its Guidelines for Electronic Text Encoding and Interchange in 1994, in two very large volumes.
   The TEI Guidelines are just that, guidelines that may be applicable as they stand for some projects but that can also act as a base on which a project can build its own encoding scheme.  The TEI addresses a number of specific application areas including critical apparatus, specialized forms of names and dates, simple linguistic analysis and dictionaries, but it has been criticized for its apparent inability to encode the physical appearance of a text.
   The TEI’s scheme is modular and extensible.  The problem is not that the TEI cannot be used at all for this kind of encoding, but that when the TEI was doing its work, no volunteers could be found to address this topic.  It would be quite possible to add such a tag set to the TEI.

SGML has one problem for the representation of humanities material.  It assumes that the text is a single hierarchic structure.  In simple terms, a play could consist of a title, author and cast list then one or more acts each containing one or more scenes each containing speeches and stage directions.  A speech consists of a speaker’s name and the text of the speech.  Within the text various items of interest such as quotations from other sources, names of persons and places might be encoded.  A problem can arise in the lineation and line numbering, especially when a speech is a half-line or less, causing two or more speeches to be on the same line and have the same line number.  This is one example of an overlapping structure, a phenomenon that occurs frequently in humanities material.  Page breaks are another example.  The designers of SGML assumed that it would be used for encoding new material which is not yet paginated, but most humanities projects are encoding existing material which can often be a printed version of something that also exists in manuscript form.  It is useful to record the page breaks and numbers of the printed edition, but normally these have no defined relationship to the manuscript folios.  A new folio will not start on a new page.  SGML cannot handle this kind of structure well.
  It can only easily be done by inserting what is called an empty tag, that is a tag that marks a point in the next and does not surround a piece of text.  Since they have no scope, empty tags cannot be validated in the same way as other tags.

Some other markup schemes are capable of handling overlapping structures.  Perhaps the best-known one of these is the COCOA
 scheme used by the Oxford Concordance Program (OCP) and in an extended version by the TACT suite of text analysis tools.  The COCOA markup is really intended for canonical referencing schemes, rather than textual features such as quotations and abbreviations.  It has no end tag syntax and can only identify the end of a component by the start of a new instance of that component or by a null instance.  This offers some flexibility for handling the page and folio kinds of overlapping structures described above, but it also means that the markup cannot be validated.  The COCOA scheme also becomes very clumsy when encoding is needed for textual features and attempts to use it for any kind of critical apparatus have failed because its structures are not powerful enough.  The Wittgenstein Archives Project at the University of Bergen has defined an encoding scheme called MECS (Multi Element Code System).  MECS can handle overlapping structures.  It contains some of the properties of SGML, but it also contains additional, simpler mechanisms for representing structures which are cumbersome in SGML.  Unlike SGML, MECS allows overlapping elements and does not require a Document Type Definition, although it allows (but does not require) the specification of a similar (though simpler) Code Definition Table.
  MECS incorporates some interesting ideas, but it is only processable via software written at Bergen, which, as far as I can ascertain, is specific to the requirements of the Wittgenstein Project. 

The processing functions provided by OCP and TACT can be extremely valuable for editorial work.  Both programs can carry out searches for words and phrases.  TACT is designed primarily for interactive retrieval.
  OCP creates concordances, word indexes and frequency lists.
  Word processors, Web browsers and other commonly used programs tend to assume a very simple definition of a word, namely something delimited by spaces.  In OCP and TACT the user specifies what letters and other symbols make up words and also the alphabetical order in which they are to be sorted.  This means that hyphens, apostrophes and other symbols which are not in the normal twenty-six letter alphabet can be treated as parts of words.  The user can specify whether they are to be taken into account when the words are being indexed for retrieval or sorting, or whether they are merely carried along with the words and displayed in the results.  OCP and TACT can thus also be used to search for punctuation, if that is of interest.  OCP and TACT have two disadvantages.  They are both DOS-based programs which have not been updated recently and they are not SGML-aware.  There is a real need now for a good Windows-based concordance program for the humanities.

Of course OCP, TACT and every other text retrieval program in widespread use can only search for sequences of characters, not for “words” in the normal sense, or for concepts.  These programs are unable to separate homographs (words that are spelled the same with different meanings) or to lemmatize words (put words under their dictionary headings).  More sophisticated processing of electronic text can only be carried out if programs are provided with more information to help them.  This information is best provided by an electronic dictionary or lexical database from which a retrieval program can derive possible dictionary headwords for a word, also morphological and possibly syntactic forms, and synonyms and synonym relationships such as hypernyms and hyponyms.
   Research in this area is still very experimental as far as the humanities are concerned, but it is a very important area for the development of natural language understanding systems and thus has much wider application.  Most current effort is focused on modern prose text such as technical and scientific material which has a commercial value or is of interest for defense-related activities.

To summarize so far, the editor who is interested in making an electronic transcription of material and manipulating that transcription does have some useful tools at his or her disposal.  The Text Encoding Initiative’s application of SGML contains many, if not all, of the encoding elements that might be needed, but getting started with the TEI is not particularly easy for the individual scholar.  Fortunately some institutions are now offering summer schools or short courses on the TEI and SGML in the humanities.  Concordance tools can be a valuable aid for detailed study of transcriptions, but again the tools in current use are not particularly easy for beginners.  The editor who is embarking on a long-term project would, in my view, be well advised to invest time in learning SGML and plan for the availability of better tools in future.  For more immediate delivery it is simple to convert another SGML application to HTML for delivery over the Web.  Starting with HTML is perhaps a useful way to learn more about markup, but it severely limits the possibilities for the future both in terms of representing the scholarly objectives of the project and in the delivery and manipulation of the edition.

Much interest at the moment is focusing on digital imaging, what I can perhaps call “the other hype”. 
  Some projects are using imaging as an alternative to microfilm, a new form of preservation, even though it is not at all clear how long any form of digital technology will last.  But the main attraction of imaging is access.  It enables scholars and students to see material which otherwise can only be examined by visiting the library or repository in which it is held.  Imaging technology is much more recent than the technology for working with text and there is therefore a smaller body of knowledge on how best to work with images, what material should accompany images and how they should be described.

Most discussion about imaging has been concerned with the optimum resolution for scanning and storing the images.  Humanities material, particularly manuscripts, really needs to be high resolution to enable it to be studied effectively.  Even with compression this can generate very large files requiring large amounts of disk space.  Images scanned a few years ago now look very poor because their resolution was constrained by the space for storing them.  Hardware costs continue to fall and hard drives get bigger, but it seems that the proportion of disk space taken up by images does not fall because resolutions get higher and more storage is needed for each image.  When all costs are taken into account, it seems that much of the cost of imaging is in taking the object to the scanner or camera, setting it up, and then returning it to its place.  It makes sense therefore to make the master image at as high a resolution as possible, since re-doing it will be costly.  Note that this is rather different from an electronic text where new encoding can easily be added incrementally.

There seems to be a tendency to forget that a digital image is a surrogate, not the real thing.  The surrogate need not be an exact copy, since it is so easy to manipulate or enhance images.  Imaging projects often “touch up” images with programs such as Photoshop with the intention of making them better, but they very rarely record what they have done to the image or what effect this might have on the use of it.  The viewing of images is also affected by computer screen displays and video cards.  Modern compression programs are reasonably good, but very few people understand the algorithms used to reduce the image size.

Image manipulation and enhancement is now beginning to be used as a research tool in the humanities.  Perhaps the best-known and most influential example is the work done on the Beowulf manuscript in the British Library, where the use of ultraviolet in scanning has made it possible to read a portion of the manuscript that was previously illegible. 
 

Images on their own are not very helpful. They need contextual material in order to be retrieved and used sensibly. Users need to know what the images are and why they are being made available. Some image database projects use relational database technology for this descriptive material, and then often find themselves at the limit of what the database can do particularly in terms of flexibility. As with other kinds of material, proprietary databases are usually not a good idea for images, since they restrict the use of the images to certain functions and do not migrate well to new systems. Since the contextual information is normally text, it makes sense to make that text subject to the same concerns as other electronic text. Text associated with images falls into three broad categories. Firstly, descriptive material is essential to help users find the image and then to know exactly what it is and what its electronic properties are. Secondly, annotations are often needed to provide further explanatory material perhaps for only one area of the image. Thirdly, when images are linked to something else in a hypertext, there ought to be some explanation about why that link is being made. These categories overlap to some extent, for example, an explanation of a link is really an annotation on the link. It makes sense for the same encoding format and syntax to be used for all of them and for that syntax to be the same as any other textual material in the project.

Hypertext has also become very popular in humanities scholarship. 
  It provides a way of making connections between pieces of information thus modelling what many humanities scholars actually do.  More than anything hypertext has been popularized by the World Wide Web, but the linking mechanisms in the Web are fairly weak. 
  They allow only one-to-one links, not one-to-many, and links are in effect made to the start of a Web document or to a point within a document, not to a span of information.  The Web does not have any easy way of placing annotations on a link; if an explanation is needed it must be provided in the document from which the link is being made, rather than on the link itself. 

Research in how people use hypertextual publications is still at a fairly early stage, but “getting lost in hyperspace” is recognized as a common problem.  It is all too easy to keep following links and lose track of where one has got to.  Users of hypertexts feel they would like to have some idea of the overall structure of the hypertext, where they are in the hypertext, and how they got there. 
   Linking structures model the real world in being more like a web than a tree, but the web model is more difficult to conceptualize from the human point of view and also more difficult for computer programs to work with.

SGML can also help with some of these linking questions. SGML-encoded information can be “chunked” in many different ways with SGML tags identifying what the chunks are. SGML can also be used to encode links between the chunks in a more sophisticated way than is possible with HTML, and annotations explaining why the links are there can also be encoded in SGML. Thus SGML can be used to put some “intellectual frameworks” 
  around the material. These frameworks can help to give human users some points of reference as they navigate through a hypertextual publication.  They also provide the markup or information to help computer programs operate on the information.  Perhaps a better term is “underground tunnels”
 since the frameworks are mostly hidden from the user but are essential to the workings of the hypertext.  It seems to me that one role of the editor of an electronic edition is to decide on the frameworks for the edition and to use these to privilege the navigation routes that determine his or her view of the material. Just to present a mass of material is less helpful.  The material must be organized to support and strengthen the interpretations that the editor wants to make.  SGML provides the best tool I know of for organizing the material. 

Research in electronic editions should therefore concentrate more on the design and testing of these intellectual frameworks.  In this way we can work towards a commonly accepted model that will last into the future.  However, few projects have such a methodological orientation; most are geared towards preparation of a specific edition with less interest in the long-term implications of how they are doing it.  The Model Editions Partnership (MEP) is one that is methodological.
  The MEP received substantial funding from the National Historical Publications and Records Commission for a project that would explore what an electronic documentary edition should look like and build some models to test various hypotheses about electronic editions.  The MEP is a consortium of seven documentary editing project and three co-ordinators.  Two of the editing projects are preparing image editions and the other five are creating traditional print publications.  In its first stage the co-ordinators visited all seven projects to learn more about the projects and investigate their current methods of working.  The projects were then shown some tiny mock-ups of what can be done electronically and then invited to “dream” about what they would like to do if they were no longer restricted to the format of print.  The “dreams” were then put together into a prospectus for electronic documentary editions which stresses five principles.  The first of these is that electronic editions should maintain current standards of scholarly editorial excellence.  The others are: facilitate changes in scholarly editorial practice; allow post‑publication enhancements of editions; allow multiple forms of publication; and conform to relevant standards for electronic text, images, and other material.  The MEP is now building samples from each of the seven projects and its work is firmly grounded on the use of SGML to represent the intellectual frameworks.  The MEP has developed a specialized version of the TEI DTDs which includes an SGML envelope for images as well as textual tags and it will produced a detailed analysis of how well it has been able to meet its objectives.

Attention now needs to turn to the development of better delivery tools.  The MEP and some other SGML-based projects are using INSO Corporation’s Dynatext suite of tools.  These offer good searching of the SGML structures, but they also provide a model which is very much that of a book rather than pieces of information which can be chunked and organized in different ways.  Dynatext products that appear to organize the material in different ways do this by pre-computing all of them rather than generating them on the fly.
 This approach may be feasible for those projects that have an obvious set of structures to present. It is less obvious for others where the range of possibilities is greater.

Another new development which may turn out to be even more important is now on the horizon.  This is the Extensible Markup Language (XML) which was been adopted by the World Wide Web Consortium in January 1998 as a new markup language for the Web. 
   XML was developed in response to a growing recognition of the limitations of HTML in the commercial as well as the academic sector.  Very briefly, XML is a cut-down version of SGML which enables users to create documents in their own tag sets, not in HTML. It is intended to run in native Web mode.  XML documents will be accompanied by style sheets which the next generation of Web browsers will use to determine how to display the documents.  XML also incorporates more sophisticated inter-document linking mechanisms which are modelled on those defined by the TEI.  It remains to be seen how well XML will be implemented, but a good indication is the amount of information about XML available on the Web from key companies like Microsoft.  At present it does seem that XML will provide a way forward, enabling more complex document models to be delivered over the Web.  Within two years it should be possible to determine how big a contribution XML will make towards proving the concept of electronic editions, and what other research and facilities will still be necessary to make scholarly electronic editions a serious reality.  In the meantime I would like to re-iterate my plea for more basic research and development on what an electronic edition should look like and how best it can maintain and enhance current standards of editorial scholarship. 
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�. http://users.ox.ac.uk/~tess/TESSswar.htm and � HYPERLINK "http://www.umanitoba.ca/faculties/arts/linguistics/russell/ebenezer.htm" ��http://www.umanitoba.ca/faculties/arts/linguistics/russell/ebenezer.htm�.


 


� http://www.inso.com.





� “The Whirlwind Guide SGML & XML Tools and Vendors” at � HYPERLINK "http://www.infotek.no/sgmltool/guide.htm" ��http://www.infotek.no/sgmltool/guide.htm�.





� C.M. Sperberg-McQueen, and Lou Burnard, eds., Guidelines for the Encoding and Interchange of Electronic Texts (Chicago and Oxford: ACH, ACL, ALLC, 1994). Further information about the TEI and information about how to obtain the TEI Guidelines is on the TEI Web site at http://www.uic.edu/orgs/tei/.





� Ian Lancashire, “Early Books, RET Encoding Guidelines, and the Trouble with SGML”, (Nov. 11, 1995, for the Electric Scriptorium Research Network, Calgary Institute for the Humanities, University of Calgary, at http://www.chass.utoronto.ca/~ian/calgary.html, also the discussion in the postings by Ian Lancashire, C.M. Sperberg-McQueen, Patrick Durusau, Robin Cover, Martin Mueller, and Steven DeRose, Humanist Discussion Group, Vol. 9, Nos. 343 (2 Dec 1995), 349 (3 Dec 1995), 358 (5 Dec 1995), 362 (6 Dec 1995), 365 (9 Dec 1995), 395 (18 Dec 1995), 429 (4 Jan 1996) accessible via http://www.kcl.ac.uk/humanities/cch/humanist.





�  Some solutions for handling multiple hierarchies are proposed in David Barnard, Lou Burnard, Jean�Pierre Gaspart, Lynne A. Price, C.M. Sperberg�McQueen, and Giovanni Battista Varile, “Hierarchical Encoding of Text: Technical Problems and SGML Solutions,” Computers and the Humanities 29 (1995): 211�231. Earlier work by Barnard and his team at Queen’s University is reported in David T. Barnard, Ron Hayter, Maria Karababa, George M. Logan and John McFadden, “SGML Based Markup for Literary Texts: Two  Problems and Some Solutions,” Computers and the Humanities 22  (1988): 265�276. See also Allen Renear, Elli Mylonas and David Durand, “Refining our Notion of What Text Really Is: The Problem of Overlapping Hierarchies,” Research in Humanities Computing 4, eds. Susan Hockey and Nancy Ide (Oxford: Clarendon Press, 1996) 263-280.





�  Chapter 2 of the Micro-OCP Manual (Oxford: Oxford Electronic Publishing, 1988) describes the COCOA/OCP scheme and further examples of its use can be found in the Oxford Concordance Program Users’ Manual (Oxford: Oxford University Computing Services, 1988). The TACT version of COCOA is described in Ian Lancashire in collaboration with John Bradley, Willard McCarty, Michael Stairs and T.R. Wooldridge, Using TACT with Electronic Texts (New York, Modern Language Association, 1996) 12-22.





� http://www.hd.uib.no/wab/manscre.htm.





� Among the many publications discussing applications of TACT are: A TACT Exemplar, CCH Working Papers 1, ed. T. Russon Wooldridge (Toronto, Centre for Computing in the Humanities, 1991); Ian Lancashire, “Phrasal Repetends in Literary Stylistics: Shakespeare’s Hamlet III.1,” Research in Humanities Computing 4, ed. Susan Hockey and Nancy Ide (Oxford: Clarendon Press, 1996) 34-68; and Edward A. Heinemann, “Mapping Echoes with TACT in the Old French Epic the Charroi de Nimes”,  Literary and Linguistic Computing (1993) 8: 191�202; Willard McCarty, “Peering Through the Skylight: Towards an Electronic Edition of Ovid’s Metamorphoses,” Research in Humanities Computing 4, ed. Susan Hockey and Nancy Ide (Oxford: Clarendon Press, 1996) 240-262.








� See Susan Hockey, “Textual Databases,” Using Computers in Linguistics: A Practical Guide, ed. John Lawler and Helen Aristar-Dry (London: Routledge, 1998) 101-37 for examples of the functions performed by OCP.





� One of the best known tools for concept-based searching is WordNet (http://www.cogsci.princeton.edu/~wn/), an on�line lexical reference system developed by George Miller and his team at Princeton, initially for research in cognitive science and psycholinguistics. WordNet contains many English nouns, verbs, adjectives and adverbs organized into synonym sets, each representing one underlying lexical concept. Different relations (hyponymy, hypernymy etc) link the synonym sets.





� Good starting points for imaging for the humanities are Howard Besser and Jennifer Trant, Introduction to Imaging (Santa Monica, CA: The Getty Art History Information Program, 1995) and at http://www.gii.getty.edu/intro_imaging/0�Cover.html; and Peter Robinson, The Digitization of Primary Textual Sources (Oxford: Office for Humanities Communication, 1993).





� See http://www.uky.edu/~kiernan/BL/kportico.html for examples. Also Kevin S. Kiernan,  “Digital Preservation, Restoration, and Dissemination of Medieval Manuscripts,” Scholarly Publishing on the Electronic Networks: Gateways, Gatekeepers, and Roles in the Information Omniverse: Proceedings of the Third Symposium: November 13�15, 1993, ed. Ann Okerson and Dru Mogge, (Washington: Association of Research Libraries, 1994), also at http://www.uky.edu/~kiernan/welcome.html; Kevin S. Kiernan, “Digital Image Processing and the Beowulf Manuscript,” Literary and Linguistic Computing 6 (1991): 20-21; Espen Ore, “Project Litera: Computer Aids in Restoring Partly Preserved Letters in Papyri,” Research in Humanities Computing 2, eds. Susan Hockey and Nancy Ide (Oxford: Clarendon Press, 1994) 226-31; and the collection of papers on Computers and Ancient Documents edited by Alan Bowman and Marilyn Deegan in Literary and Linguistic Computing 12:3 (1997).





� The concept of hypertext, but not the name, was first proposed by Vannevar Bush in “As We May Think”, Atlantic Monthly 176, July 1945: 101-8, also now at http://www.isg.sfu.ca/~duchier/misc/vbush/. The term “hypertext” was coined by Ted Nelson in 1965 (http://www.cinemedia.net/xanadu/bibliography.html), but did not become popular until the advent of the Macintosh computer with its HyperCard system in the late 1980’s. The literature on hypertext in the humanities is now enormous. Scott Stebelman’s Select Bibliography on Hypertext and Hypermedia at http://gwis2.circ.gwu.edu/~scottlib/hyperbib.htm is a good starting point.





� For a discussion of the linking facilities required for a hypertextual approach to biblical material, and thus by analogy to other complex textual material in the humanities, see Steven J. DeRose, “Biblical Studies and Hypertext,” Hypermedia and Literary Studies, eds. Paul Delaney and George P. Landow (Cambridge: MIT Press, 1991) 185-204. DeRose’s ideas are analysed further by Patrick W. Conner in “Hypertext in the Last Days of the Book,” Bulletin of the John Rylands University Library of Manchester 74 (1992): 7-24.





� Early hypertext systems such as Intermedia developed at Brown University provided better mechanisms for users to keep track of where they were. See George P. Landow, “The Rhetoric of Hypermedia: Some Rules for Authors,” Hypermedia and Literary Studies, ed. Paul Delany and George P. Landow (Cambridge: MIT Press, 1991) 81-103.





� The phrase “intellectual frameworks” is used by David Chesnutt, Director of the Model Editions Partnership. See Section 1 of the partnership’s prospectus at http://mep.cla.sc.edu/MEP�Docs/proptoc.HTM.





� The term “tunnels” for the role of SGML is emphasized in Yuri Rubinsky, “Electronic Texts The Day After Tomorrow,” Scholarly Publishing on the Electronic Networks: The New Generation: Visions and Opportunities in Not�for�Profit Publishing: Proceedings of the Second Symposium, December 5�8, 1992, ed. Ann Okerson (Washington: Association of Research Libraries, 1993) 5-13, also at http://www.arl.org/scomm/symp2/Rubinsky.html.


 


� See http://mep.cla.sc.edu for a description of the MEP.





� This appears to be the approach taken by Peter Robinson for the Wife of Bath’s Prologue.





� Books about XML are just starting to appear. Simon St Laurent, XML: A Primer (Foster City: MIS:Press, 1998) takes the reader from HTML to XML via a simple introduction to style sheets and SGML. A full specification of XML and associated activities under the auspices of World Wide Web Consortium is at http://www.w3c.org/XML/.








