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Abstract

A common conceptualization of the organization of memory systems in brain is that different types of memory are mediated by

distinct neural systems. Strong support for this view comes from studies that show double (or triple) dissociations between spatial,

response, and emotional memories following selective lesions of hippocampus, striatum, and the amygdala. Here, we examine the

extent to which hippocampal and striatal neural activity patterns support the multiple memory systems view. A comparison is made

between hippocampal and striatal neural correlates with behavior during asymptotic performance of spatial and response maze

tasks. Location- (or place), movement, and reward-specific firing patterns were found in both structures regardless of the task

demands. Many, but not all, place fields of hippocampal and striatal neurons were similarly affected by changes in the visual

and reward context regardless of the cognitive demands. Also, many, but not all, hippocampal and striatal movement-sensitive neu-

rons showed significant changes in their behavioral correlates after a change in visual context, irrespective of cognitive strategy. Sim-

ilar partial reorganization was observed following manipulations of the reward condition for cells recorded from both structures,

again regardless of task. Assuming that representations that persist across context changes reflect learned information, we make

the following conclusions. First, the consistent pattern of partial reorganization supports a view that the analysis of spatial,

response, and reinforcement information is accomplished via an error-driven, or match–mismatch, algorithm across neural systems.

Second, task-relevant processing occurs continuously within hippocampus and striatum regardless of the cognitive demands of the

task. Third, given the high degree of parallel processing across allegedly different memory systems, we propose that different neural

systems may effectively compete for control of a behavioral expression system. The strength of the influence of any one neural sys-

tem on behavioral output is likely modulated by factors such as motivation, experience, or hormone status.

� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

For many decades it has been generally accepted that

neuroanatomically separate brain regions subserve dif-

ferent memory functions. Much of the early support

for this view came from the neuropsychological litera-

ture. The first clear example was provided by patient

H.M. who underwent bilateral removal of the temporal

lobes (including hippocampus). This resulted in severe
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anterograde amnesia for episodic information while
non-episodic memory systems remained intact (Milner,

Corkin, & Teuber, 1968). Since then, numerous cases

have been reported in which different forms of brain

dysfunction result in selective memory loss (see review

in Eichenbaum & Cohen, 2001; Knowlton, Mangels, &

Squire, 1996). Generally speaking, patients suffering

from hippocampal system damage tend to show selective

deficits in episodic, declarative, contextual and/or spatial
processing, while patients suffering from damage to

other neural systems such as the basal ganglia tend to

experience selective impairments in response learning
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that is independent of episodic information. Consistent

with these findings are the results of numerous studies

testing the effects of hippocampal or striatal lesions in

rodents (e.g., Kesner, Bolland, & Dakis, 1993; McDon-

ald & White, 1993; Packard & McGaugh, 1996). Based

on the combined results of human clinical and animal
work, as well as neurocomputational models, the hippo-

campus is thought to have the capacity for flexible,

memory guided processing necessary for rapidly associ-

ating a complex array of stimuli. In contrast, based on

similar kinds of data, the striatum appears specialized

for a slower form of learning, one that seems ideally sui-

ted for linking reinforcement outcomes with specific

stimuli or responses. These dissociations provide strong
evidence to support a multiple memory systems interpre-

tation of the mnemonic organization of the brain.

Confirming the differential contribution of relevant

brain structures using methods other than lesions is an

important first step toward validating the multiple mem-

ory systems hypothesis. Therefore, a major goal of this

paper is to evaluate the extent to which this hypothesis

is supported by neurophysiological data. Specifically,
the goal of the first study (described below) was to search

for the neural instantiation of the multiple memory sys-

tems hypothesis. Specifically, we tested the hypothesis

that hippocampus and striatum mediate different forms

of learning because they represent different kinds of

information. Supporting this view, hippocampus con-

tains many �place cells� that discharge when animals

occupy circumscribed locations with an environment
(O�Keefe & Dostrovsky, 1971). The �place fields� of these
cells may reflect neural codes specific to a given spatial

context (e.g., Anderson & Jeffery, 2003; Hayman, Cha-

kraborty, Anderson, & Jeffery, 2003; Mizumori, Ragozz-

ino, Cooper, & Leutgeb, 1999; Nadel & Wilner, 1980).

As such, they may provide a fundamental code for the

development of episodic memories. Striatum, on the

other hand, is known to contain response and reward
related neural representations (Hikosaka, Sakamoto, &

Usui, 1989; Jog, Kubota, Connolley, Hillegaart, &

Graybiel, 1999; Mizumori, Ragozzino, & Cooper,

2000; Schultz & Dickinson, 2000; Schultz, Tremblay, &

Hollerman, 2003), and these may contribute to response

learning. Other evidence, however, suggests that simply

considering the type of neural representation in hippo-

campus and striatum does not fully account for their
allegedly different contributions to learning. For exam-

ple, the predominant behavioral correlate of hippocam-

pal theta cell (i.e., interneuron) firing is an animal�s
movement within an environment (McNaughton,

Barnes, & O�Keefe, 1983; Ranck, 1973; Rose, 1983),

and many medial and lateral striatal neurons exhibit

location-specific firing that is independent of movement

and reward conditions (Mizumori, Ragozzino et al.,
2000; Weiner, 1993). At present, then, there is no clear

answer to the question of whether neural response
patterns support the multiple memory systems hypothe-

sis. Sections 3 and 4 present a comparison of simulta-

neously recorded hippocampal and striatal neural

correlates as rats perform learning tasks that have been

used to dissociate hippocampal or striatal mnemonic

processing following lesions.
Another possible explanation for differential hippo-

campal and striatal contributions to learning is that

their neurons are differentially sensitive to changes in

spatial context. Therefore, Sections 5 and 6 describe a

second study in which we compare the responses of spa-

tial and movement-correlated hippocampal and striatal

neurons following alterations of the visual environment.

In particular, neurons were recorded during the perfor-
mance of either spatial or response tasks, both before

and after changes in the visual environment.

In addition to an examination of the nature of neural

representations by different memory systems, is impera-

tive that we understand possible neural mechanisms by

which different neural systems relate to one another to

result in adaptive behavior. One model of such an inter-

action is that there is direct competition for processing
resources such that when one structure is actively en-

gaged, other structures are not. As shown below, a sin-

gle unit analysis of the nature of information coding by

hippocampal and striatal neurons during spatial and re-

sponse learning reveal that in most respects, both struc-

tures are similarly engaged regardless of whether the rat

is performing a hippocampal-dependent or striatal-de-

pendent task. Therefore, an alternative explanation of
memory systems interaction is proposed (Section 7).

According to this model, neuromodulatory systems

(e.g., the dopamine system) might regulate the relative

effectiveness of the efferent codes by hippocampal and

striatal neurons during a given task. In one sense, then,

memory systems interactions may take place in the form

of competition for greater control over behavioral

expression systems. This model complements the recent
proposal by Gold and colleagues (in this issue) that ace-

tylcholine is an important neuromodulatory factor that

regulates the relative efficiency of hippocampal and stri-

atal processing during spatial and response learning.

The remaining segments of this paper discuss two

broad issues. Section 8 summarizes how the data pre-

sented can be incorporated into a neural systems view

of a model of complex learning, adaptive navigation.
The second issue (Section 9) concerns the implications

of this work for multiple memory systems theory.
2. General method

2.1. Animals and apparatus

Long-Evans rats (5–7 month old) were obtained from

Charles River Laboratory. Rats were housed singly and
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maintained at about 80% of their free feeding weight

throughout behavioral and single unit testing. Tap water

was provided ad libitum. For plus maze training, only

four arms of an eight-arm radial maze were used. Each

maze arm (58cm · 5.5cm) and the center platform

(19.5cm diameter) were elevated 79cm off of the floor.
Radial maze training involved seven of the eight possible

maze arms. For both forms of training, access to the dis-

tal segment of each maze arm from the central platform

was allowed by raising the proximal portion of the maze

arm so that it was flush with the central platform. Drops

of chocolate milk served as rewards, and these were

placed at the ends of goal arms. Black curtains sur-

rounded the entire maze, and distinct visual cues were
provided within the curtained area. Four 15W light

bulbs were spaced equally near the ceiling above the

maze. Unit and video recording hardware were located

in an adjacent room (see Fig. 1).

2.2. Behavioral procedures

During pretraining, rats collected the rewards at the
ends of maze arms while traversing a maze that was con-

figured differently from the experimental one (e.g., a lin-

ear track arrangement). Afterwards, rats were trained

on either a place or response version of the plus maze

task (Yeshenko, Guazzelli, & Mizumori, 2004). Both

versions included start locations that were opposite of

each other (e.g., west and east maze arms), and the start
Fig. 1. Schematic diagram of the maze and training environment. This

top–down view of an 8-arm radial maze illustrates the actual maze

arms used in a given trial (filled arms) and maze arms that were made

inaccessible to the rat during a trial (open arms). The precise

configuration of maze arms used varied across training trials. Several

objects were placed within a black curtain that surrounded the maze.
locations were randomly sequenced. At the start of a

trial, a rat was removed from a holding bin next to the

maze, and then placed on a start arm facing the curtain

that surrounded the maze. For the place task, the re-

ward location was fixed. Thus, depending on the start

location, a rat had to make either a left or right turn
on the center platform to enter the goal arm. For the re-

sponse task, the start and reward locations were paired

such that a rat had to make the same turn (i.e., always

a right or left turn) on the center platform to enter the

goal arm. During training, 10 trials (five from each start

location selected in a pseudo-random order; intertrial

interval of about 15s) were presented each day until cri-

terion performance was achieved (90% correct choices).
Next, rats were implanted with recording electrodes in

dorsal striatum and hippocampus.

Following recovery from surgery, the rats were

trained to perform 20 trials daily. Baseline unit-behav-

ioral correlates were recorded during trials 1–10. During

the intertrial interval between trials 10 and 11, the distal

visual cues were changed (e.g., scrambled or rearranged,

rotated by 90� or 180�, or removed altogether). Then,
the rats performed 10 additional trials to test whether

a change in visual context differentially affected hippo-

campal and striatal neural codes. For place trained rats,

the significance of the goal location was also tested by

moving the reward location to the opposite arm of the

maze during the second block of 10 trials (e.g., moved

to the north arm if the reward was originally on the

south arm). After the unit responses to context changes
were recorded, initially place-trained rats were trained

according to the response procedure, and initially re-

sponse trained rats were trained according to the place

procedure. Upon achieving criterion performance with

the alternate strategy, the responses of a different group

of neurons were recorded before and after cue or reward

location changes. After the second set of cells was tested,

the rat was retrained according to the original strategy.
A third set of cells was then tested for their response to

cue changes, and so on.

A different group of rats underwent training on a ra-

dial maze task in which seven maze arms were used. The

distal end of the eighth maze arm served as a holding

platform for the rat during the intertrial interval. During

phase 1 of training, the reward was consistently located

on one maze arm (e.g., arm 6). For each trial, the start
arm varied randomly across the six possible start loca-

tions. In addition, there was one constant goal arm,

and the remaining five arms served as alternative, but

incorrect, choice arms. For each session, each start loca-

tion was used three times, resulting in 18 trials. Thus,

relative to plus maze training, the radial maze procedure

made it more likely that the rat solved the task by learn-

ing the reward location independent of response trajec-
tories. After rats reached criterion on this task (90%

correct choices), recording electrodes were implanted
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in hippocampus and dorsal striatum. One week later, the

rats were tested to ensure that asymptotic performance

levels were maintained across the 18 trials. Then, phase

2 of training began in which the first 18 of 36 trials were

identical to phase 1 of training. Trials 19–36 were per-

formed with the goal in a different, but constant loca-
tion. On each of the following days, a different maze

arm served as the goal location during trials 19–36.

Thus, as an example, a given rat might have been trained

to find food on arm 6 during phase 1 (before surgery).

During phase 2, the original goal arm was maintained

for trials 1–18 (e.g., arm 6), then the reward arm

switched (to say, arm 0) for trials 19–36. On the next

day, the goal arm was arm 6 for trials 1–18, then arm
5 for trials 19–36, and so on.

2.3. Surgical procedures and electrode implantation

The method by which recording electrodes were im-

planted has been described in detail elsewhere (e.g.,

Cooper & Mizumori, 2001; Leutgeb & Mizumori,

1999, 2002; Mizumori, Ragozzino et al., 2000; Yeshenko
et al., 2004). Briefly, rats were anesthetized with 40mg/

kg sodium pentobarbital (i.p.), and given 0.5ml supple-

ments as needed. Atropine sulfate (0.2mg/kg) was also

administered (i.p.) to relieve respiratory distress. The

stereotrode recording electrodes (McNaughton et al.,

1983) were made of two lacquer-coated tungsten wires

(20lm diameter) that were threaded through a 30 ga

tube mounted on a moveable microdrive. The electrodes
were connected to wires that were inserted into a con-

necting socket mounted on the rat�s head. Multiple pairs

of stereotrode electrodes were implanted (bilaterally)

above the dorsal striatum and dorsal hippocampus of

each rat. Rats were also injected with 0.1 Bicillin L-A

(600units/ml, im) to guard against infection. Free access

to food and water was allowed for 7 days following

surgery.

2.4. Unit and behavioral recording procedures

The electrodes were checked daily for single unit

activity. Specifically, rats were connected to a preampli-

fication headstage that transmitted the electrical signals

to a DataWave data acquisition system. Neural signals

were sampled at a frequency of 26–32kHz, amplified
by 4000–10,000 times, and filtered (600Hz–6kHz).

Those signals that passed a predetermined amplitude

threshold initiated a 1 ms sampling period. Subsequent

separation of the multiunit record into single unit

sources was accomplished off-line with the aid of a mul-

tidimensional cluster-cutting routine. A rat�s position on

the maze was monitored with the help of an automatic

tracking system (Dragon Tracker) that sampled the rel-
ative positions of two diode arrays that were attached to

the headstage. The position of the front diode array
within the X–Y coordinate system of the maze was taken

as the current location of the rat. A comparison of the

position of the front and back diode arrays revealed

the current head orientation of the rat. These diode ar-

rays were sampled at a frequency of 20Hz, resulting in

a resolution of about 1.5–2.0cm.

2.5. Cell classification and analysis

Spatial and egocentric movement correlates are com-

monly reported for hippocampal and striatal neurons

(e.g., Mizumori, Cooper, Leutgeb, & Pratt, 2000; Mizu-

mori, Ragozzino et al., 2000; Ragozzino, Leutgeb, &

Mizumori, 2001; Yeshenko et al., 2004). Therefore,
these experiments focused on these types of neural re-

sponse correlates. To evaluate the spatial distribution

of cell discharge, the maze area was divided into pixels

(2.8 · 2.8cm) and the average firing rate per pixel was

calculated. Neurons were classified as place cells if the

spatial distribution of firing satisfied the following crite-

ria: (a) there were at least four adjacent pixels that

exhibited firing that was at least 20% of the maximum
pixel rate, (b) the in-field firing rate exceeded the out-

of-field firing rate by more than two times, and (c) above

threshold firing occurred during more than 50% of the

total number of visits that a rat made to the location

of the largest, or principal, field. A spatial (Pearson�s)
correlation was used to quantify place field reorganiza-

tion across block 1 (baseline) and block 2 (manipula-

tion) phases of a test session (Cooper & Mizumori,
2001; Leutgeb & Mizumori, 2002; Yeshenko et al.,

2004). Only those pixels that were visited in both blocks

were considered for this analysis.

Cell firing related to egocentric movement was evalu-

ated for those neurons that did not show location-spe-

cific firing. If the firing rate of a given neuron showed

a significant (linear) correlation with either velocity or

acceleration of movement during baseline or manipula-
tion phases of testing, it was considered to be move-

ment-correlated. A one-sample t test was used to assess

whether the degree of movement correlation was signif-

icantly affected by task manipulation for those cells that

showed significant movement correlations during both

baseline and manipulation phases. Analysis of variance

was used to test whether the movement or spatial corre-

lation varied as a function of brain area or task
manipulation.
3. Is hippocampus unique by having spatial-context

sensitive neural codes?

3.1. Hippocampal neural codes for spatial context

In order to establish the extent to which hippocampal

place fields are unique, it is relevant to first discuss some
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of the key properties of place field representations, and

then compare these properties to striatal place fields. Ini-

tial research focused on the nature of place field modu-

lation by sensory or movement information (e.g.,

Huxter, Burgess, & O�Keefe, 2003; Knierim, Kudrimoti,

& McNaughton, 1998; Muller & Kubie, 1987; Shapiro,
Tanila, & Eichenbaum, 1997). Hippocampal place fields

typically changed the location of their fields (i.e., showed

complete or partial reorganization) following changes in

the visual sensory environment (e.g., Knierim, 2002).

Place fields were also found to be sensitive to variables

such as the velocity of movement through the field

(e.g., Czurko, Hirase, Ssicsvari, & Buzsaki, 1999;

McNaughton et al., 1983; Muir & Bilkey, 2003) and
place cell firing can be synchronized to the ongoing theta

activity (O�Keefe & Recce, 1993). These findings sug-

gested that hippocampal neural discharge reflects com-

plex multimodal associations, perhaps between visual

and idiothetic information, that are useful during navi-

gation (e.g., Knierim et al., 1998; O�Keefe & Nadel,

1978).

While more details continue to be revealed about the
nature of the integration of landmark and idiothetic

information by place cells during navigation, it remains

to be determined how place fields contribute to the com-

monly held view that hippocampus mediates episodic

learning (e.g., Eacott & Norman, 2004; Eichenbaum,

Dudchenko, Wood, Shapiro, & Tanila, 1999; Morris,

2001; Vargha-Khadem et al., 1997). Early evidence that

place fields may reflect memory processes include the
findings that place fields persist following drastic

changes in the visual environment if animals are able

to first view a familiar environment (Mizumori et al.,

1999; O�Keefe & Speakman, 1987; Quirk et al., 1990).

For example, when tested on a standard spatial working

memory task on a radial maze, about 40–60% of place

fields will persist when darkness is imposed in a familiar

environment (Mizumori et al., 1999). This partial reor-
ganization suggests that hippocampus may contain

neural representations of the previously learned (or ex-

pected) features of a spatial context, and it may monitor

changes in the current environment. In this way, hippo-

campus may compare the current context to what was

expected based on past experience to determine whether

a context has changed (Mizumori et al., 1999, 2000).

This view represents an elaboration on the initial
hypothesis by Nadel and Wilner (1980) that place fields

represent a spatial context code. Furthermore, it has

been argued that this hippocampal neural code may re-

flect information about the learned significance of par-

ticular locations. The learned significance could be

operationally defined in terms of the learned rewards

or behavioral responses associated with particular loca-

tions. This more broad definition of place field represen-
tation allows one to argue that place fields comprise

elements of a spatial context code that can be used to de-
fine meaningful episodes. Recent work (described be-

low) has begun to support this view.

The direction from which a rat moves through a place

field dramatically impacts the expression of a place field

(Frank, Brown, & Wilson, 2001; McNaughton et al.,

1983). Thus, place cells do not code absolute locations
in space. The direction-selective firing could have been

the result of the different visual experiences associated

with different orientations within a field. This variable

was controlled for in a recent study (Wood, Dudchenko,

& Eichenbaum, 1999). Rats were trained to run through

a central corridor of a maze after having made either a

right turn or left turn into the corridor. Rats were al-

lowed to exit the corridor at the opposite end by turning
left (if it entered by turning right) or by turning right (if

it entered by turning left). It was found that the expres-

sion of place fields within the central corridor often de-

pended upon whether the rat turned right to enter the

corridor (and left to exit) or turned left to enter the cor-

ridor (and right to exit). This finding suggested to the

authors that place fields represent an animal�s position

relative to past or future movement trajectories. This
is intriguing for it suggests that place fields are in some

way linked to retrospective or prospective memories. In-

deed, reduced prospective and retrospective coding has

been related to increased behavioral errors (Ferbinteanu

& Shapiro, 2003). Thus, a place field representation may

include information about learned behavioral sequences

relevant to a particular location in space.

Using a different behavioral paradigm, we recently
replicated the main results of the study by Wood and

colleagues (1999). Rats (n = 6) were trained to perform

the plus maze task (described above) according to a

place strategy. The reward was always found on the east

arm (or west arm for other rats), but the start location

varied between north and south arms. Fig. 2 shows an

example of hippocampal place cell firing during the per-

formance of this place task. When viewing the location-
selective discharge across the whole session, a place field

is clearly observed on the east maze arm. When the data

were divided according to trials started from the north

arm and trials started from the south arm, one can see

that the field was exhibited only when the rat entered

the goal arm by turning right (from the south arm),

and not when entering the arm by turning left (from

the north arm). Thus, the previous movement trajectory
determined whether or not the place field would be

observed.

Our hypothesis that a place field reflects an informa-

tion construct that includes the definition of a location

and its significance suggest that changes in reinforce-

ment location should influence the expression of place

fields. We tested this hypothesis by recording hippocam-

pal place fields during performance of the spatial plus
maze task. During the first 10 trials, food was always

found on one maze arm (e.g., north arm). During the



Fig. 2. Color density plots illustrating the sensitivity of hippocampal and striatal place fields to the prior trajectory of the rat (A) The left figure

illustrates a place field on the east maze arm during the performance of a spatial plus maze task. When the plots were generated separately for trials in

which the rat entered the goal (east) arm from the north or south, it is clear that the place field was selectively expressed when the rat entered from the

south (B) A similar trajectory-dependent response was observed for a striatal place cell recorded as a rat performed a spatial plus maze task. A place

field was selectively expressed on the south maze arm when arriving from the east, and not west, arm. These data suggest that the neural encoding of

location within hippocampus and striatum depends at least in part on the recent behaviors of the animals.

A. Hippocampal place cell

B. Striatal place cell
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second 10 trials, the reward location was changed to the

opposite arm (e.g., south arm). We evaluated place fields

located on the maze arms that were common between

the blocks of trials and found that place fields observed

during block 1 often underwent reorganization during

block 2 even though the behavior of the rat was the

same on the arms common across blocks. Fig. 3 (top)

shows an example of such a response.
It could be argued that the reorganization observed

after a change in the reward location was due to the fact

that the rat was solving the plus maze task by perform-

ing not according to a place strategy, but by a condi-

tional response strategy. That is, when placed on the

west maze arm, the rat should make a left turn to find

food. When placed on the east arm, the rat should make

a right turn. When the reward shifted, perhaps a differ-
ent set of conditional responses was created, resulting in

place field reorganization. To test more rigorously the

conclusion that reward shifts during place training re-

flects a change in place and not response learning, we
tested the effects of reward location shift during the per-

formance of a more complex place learning task in

which rats were trained to find food on only one maze

arm from six possible start locations on a radial maze

(described above). During the first block of trials, the re-

ward was found in a familiar and constant location.

During the second block of trials, the rat learned to find

food at a new location after starting from one of six pos-
sible start arms. Fig. 3 (bottom) shows that reorganiza-

tion of place fields was observed after the goal location

shifted even though the rat traversed the same maze

arms during both blocks of trials. Fig. 4A presents a

summary of spatial correlation scores that reflect the de-

gree to which the spatial distribution of firing changed

between blocks 1 and 2 during radial maze and plus

maze training. For hippocampal neurons, it can be seen
that during place and response plus maze tests, the rela-

tively low correlation scores indicates that the place

fields tended to reorganize after the shift in reward loca-

tion. By comparison, during radial maze performance



Fig. 3. Hippocampal place fields respond to changes in reward location. After rats achieved asymptotic performance on the spatial plus maze (A) or

radial arm maze (B) task, the reward location was changed. It can be seen that dramatic place field reorganization was apparent even though the rat

continued to traverse the same maze arms and the sensory environment was unchanged.

A. Plus maze training

B. Radial maze training

Fig. 4. Summary of the spatial correlation values for hippocampal and

striatal neurons recorded during radial maze and plus maze perfor-

mance. The correlation analyses compared the spatial distribution of

cell firing before and after the shift in reward described for Fig. 3.

Striatal place fields reorganized to a greater degree than hippocampal

place fields during radial maze performance, and not during plus maze

performance. The n�s correspond to the number of place cells tested.
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significantly less reorganization was observed [F(1,112) =

10.56, p<.01].

The evidence presented thus far, together with data

reported in earlier studies, indicate that hippocampal
place fields are sensitive to sensory, movement, and re-
ward information. Thus, place fields may indeed repre-

sent information regarding past associations between

landmark and idiothetic information, as well as infor-

mation about the reinforcement and behavioral signifi-

cance of particular locations. It is tempting to conclude

that such neural coding is fundamental to the allegedly

unique role that hippocampus may play in episodic

learning and memory. However, before one can make
such a conclusion, it is necessary to determine the extent

to which hippocampus is unique in representing spatial

context information. In the following section, we com-

pare striatal place field properties to those just described

for hippocampal place cells.

3.2. Striatal neural codes for spatial context

Dorsomedial striatal neurons were recorded simulta-

neously with the hippocampal units described above.

With only a couple of exceptions, the dynamic and com-

plex responses observed for hippocampal place cells

were also observed for striatal place cells (Yeshenko

et al., 2004). For example, Fig. 2 shows a striatal place

field that was differentially expressed depending upon



A. Plus maze training

B. Radial maze training

Fig. 5. When tested under the same conditions described for Fig. 3, striatal place fields showed a similar reorganization response to a shift in the

expected reward location. Thus, hippocampal and striatal place fields appear to be similarly sensitive to rewards associated with a particular spatial

context.
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the direction of movement prior to entering the location

of the place field. Such a conditional response has not

been described before for striatal neurons. Thus, similar

to hippocampus, information about specific movements

or movement sequences may guide the expression of stri-
atal place fields.

It was shown above that hippocampal place fields are

impacted by changes in reward location. Fig. 5 shows

that striatal place fields also reorganize when the reward

location shifts in a familiar environment. This was the

case during both plus maze and radial maze testing.

The degree of reorganization was similar for striatal

place cells tested during plus maze and radial maze per-
formance [F(1,134) = 3.38, ns; see Fig. 4]. In contrast,

hippocampal place cells (described above) showed great-

er reorganization when the reward was switched during

plus maze training. The difference may indicate that

when the reward changes are predictable (as in the case

of plus maze training), hippocampal fields will reorga-

nize according the expected context change. When the

reward location change is less predictable (as in radial
maze testing), place fields may be impacted less by input

regarding the expected reward location, resulting in
apparently less reorganization of place fields. Further-

more, the striatum may be more sensitive to any sort

of change in reward information than hippocampus.

This conclusion is consistent with other studies suggest-

ing that striatal neurons respond to specific changes in
reinforcement conditions, such as reward expectancy

and consumption (e.g., Hikosaka et al., 1989).

In summary, striatum contains neurons whose loca-

tion-selective firing is remarkably similar to that of hip-

pocampal place fields. One notable difference was that

hippocampal place fields showed less reorganization

after reward shifts on the radial maze task than after re-

ward shifts on the plus maze task. Striatal place fields
showed dramatic reorganization after reward shifts dur-

ing both tasks, suggesting that striatum is more sensitive

to changes in reward contingency irrespective of the spe-

cific behavioral task. While these differences could in

theory be used to explain a different contribution by hip-

pocampus and striatum to learning, it is also possible

that these structures differentially impact place and re-

sponse learning because striatum contains egocentric
movement codes that hippocampus does not. The

following section evaluates this possibility first by
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describing the kind of movement codes found in stria-

tum, then assessing whether similar movement codes

are found in hippocampus.
4. Is striatum unique by having response-sensitive neural
codes?

4.1. Striatal neural codes for movement

The firing rates of many striatal neurons are signifi-

cantly modulated by egocentric movement when re-

corded from freely moving rats performing either a

spatial working memory task on a radial maze (e.g.,
Mizumori, Ragozzino et al., 2000) or the plus maze task

described above (Yeshenko et al., 2004). Many striatal

neurons increase firing when rats engage in active for-

ward locomotion regardless of the animal�s location on

the maze. Other neurons selectively fire when rats en-

gage in specific behaviors, such as when they make right

or left turns during maze navigation (see Fig. 6 for

examples; Jog et al., 1999; Mizumori, Ragozzino et al.,
2000). Many of these movement-sensitive striatal neu-
Fig. 6. Peri-event histograms that illustrate the specificity of the

egocentric movement modulated firing by dorsal striatal neurons.

(Top) This cell was essentially silent until the rat began to make 180�
turns at the ends of the maze arms. The gray line indicates the distance

of the rat from the maze center. Other egocentric movement-correlated

cells increased firing as the rat traversed the maze arms, only to become

inhibited from firing when the rat reached the ends of maze arm (and

stopped forward movement).
rons are also significantly related to the velocity and

acceleration of movement (Yeshenko et al., 2004; see

examples in Fig. 7). Another behaviorally regulated pat-

tern of striatal neuronal firing can be seen as an increase

in discharge rate relative to the orientation of an ani-

mal�s head within a given environment (Mizumori,
Ragozzino et al., 2000; Weiner, 1993). These so-called

head direction cells preferentially discharge when a rat�s
head is aligned with a particular orientation (irrespective

of location within the environment). Many of the prop-

erties of striatal head direction cells resemble those of

head direction cells reported in other brain structures,

such as the anterior and lateral thalamus (Mizumori &

Williams, 1993; Taube, 1995) and postsubiculum
(Taube, Muller, & Ranck, 1990). It seems, then, that a

variety of response-related firing patterns are observed

for dorsal striatal neurons.

4.2. Hippocampal neural codes for movement

It has been known for some time that a subpopula-

tion of hippocampal neurons (inhibitory interneurons)
increase discharge rates when animals engage in transla-

tional behaviors associated with a 7–9Hz theta modula-

tion of the hippocampal EEG (Czurko et al., 1999;

Ranck, 1973; Rose, 1983; Vanderwolf, 1969). Similar

to striatal movement cells, hippocampal interneurons

(or, �theta cells�) typically show higher baseline firing

rates than place cells. The firing rates of theta cells can

be further refined in accordance with the ongoing veloc-
ity and acceleration of movement (Czurko et al., 1999;

Yeshenko et al., 2004). Fig. 8 shows examples of such

velocity and acceleration tuning for hippocampal theta

cells. Another similarity to striatum is that hippocampus

contains a small population head direction cells (Leu-

tgeb, Ragozzino, & Mizumori, 2000). Thus, both hippo-

campal and striatal computations likely incorporate

directional heading information. In contrast to striatum,
however, hippocampal neurons do not appear to code

specific egocentric movements, such as turns.

It appears, then, that there are a surprising number

of commonalities in terms of the kinds of information

represented by hippocampal and striatal neurons.

Both structures contain similar types of location-spe-

cific codes, and both structures contain codes for ego-

centric movement. Amidst these similarities, however,
are some potentially important differences that may

contribute to their differential roles during learning.

First of all, striatum, but not hippocampus, contains

neural representations of specific egocentric behaviors.

Second, striatum may be more sensitive to changes in

reward variables such as reward location or reward

consumption. In the following section, we explore an

additional possibility: that is, the distinct roles of hip-
pocampus and striatum in learning may also be re-

lated to their differential response to changes in



Fig. 7. Context-dependent responses of striatal movement-related firing during place and response training on the plus maze. Each panel presents

data for an individual cell. For this analysis, the firing rates are plotted as a function of acceleration (left) or velocity (right) of movement on the

maze. It can be seen that during the baseline period of testing, we observed significant relationships between acceleration or velocity and firing rate.

For many of the cells, these relationships were observed to change (i.e., made stronger or weaker) following a change in the visual context. These

responses demonstrate that egocentric movement cells code more than the current movement state of the animal. It is suggested that such responses

may indicate that these cells represent context-dependent learned movement associations.
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spatial context. The two types of context change used

in these studies were an altered visual environment

and different cognitive strategies.
5. Are similar types of hippocampal and striatal neural
representations differentially influenced by changes in

spatial context?

5.1. Place and movement cell responses to changes in the

visual environment

To investigate the relative impact of an altered visual

environment on hippocampal and striatal place and
movement representation, we compared the responses

of neurons in these structures to cue rotation, cue re-

moval, and cue rearrangement (Yeshenko et al., 2004).

Rats were trained on either the place or response version

of the plus maze task. After achievement of asymptotic

performance, one of the cue manipulations (randomly

selected) was imposed during a recording session. Thus,

trials 1–10 were conducted with familiar cues present,
and trials 11–20 took place after the cues had been
manipulated. Place fields and movement correlates were

compared across the two blocks of ten trials. Individual

hippocampal and striatal place cell responses to the var-

ious cue manipulations are exemplified in Figs. 9 and 10.

Examples of hippocampal and striatal movement-

related cell responses to context change are shown in
Figs. 7 and 8. Qualitatively speaking, similar types of

responses were made by hippocampal and striatal neu-

rons. It can be seen that both groups of neurons showed

either increased and decreased correlate specificity fol-

lowing cue manipulations. Since the different cue manip-

ulations produced comparable patterns of neural

responses, the data were combined for group summaries.

An analysis of variance on the spatial correlation scores
comparing blocks 1 and 2 revealed no significant differ-

ence between hippocampal and striatal place cell re-

sponses. That is, both structures exhibited the same

degree of field reorganization following changes in the

visual environment.

Figs. 7 and 8 provide examples of responses by move-

ment-related hippocampal and striatal neurons to visual

cue manipulation. These illustrate that cell firing became
either more or less correlated with velocity and/or



Fig. 8. Context-dependent responses of hippocampal movement-related firing during place and response training on the plus maze. Similar to what

was is shown in Fig. 7, hippocampal movement-related firing was strong during the baseline period, and was observed to change significantly after

context change.
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acceleration. Other cells showed no response. Group

summaries (Fig. 11) revealed no significant differences

between the overall magnitude of change by hippocam-

pal and striatal neurons following cue manipulation.

This was true for both velocity and acceleration mea-

sures, regardless of whether the analysis was performed
on the resultant correlation score or slope coefficient.

5.2. Place and movement cell responses to changes in

cognitive strategy

To test whether hippocampal or striatal place fields

might be differentially sensitive to context change

depending upon the current cognitive strategy, we com-
pared (within each structure) the degree of place field

reorganization after cue manipulation during place and

response task performance. Figs. 9 and 10 show examples

of the types of place field changes observed. Strong and

weak reorganization was observed by both hippocampal

and striatal place cells. There was no significant difference

between strategy groups in terms of the average spatial

correlation value (Yeshenko et al., 2004). That is, both
hippocampal and striatal place fields changed by a simi-

lar amount during response and place training.
Figs. 7 and 8 provide examples of the variety of re-

sponses observed for velocity or acceleration-tuned hip-

pocampal and striatal neurons after cue manipulation.

Movement-correlated cells from both structures were

surprisingly, and often dramatically, sensitive to cue

manipulation. As a group, the average correlation be-
tween hippocampal cell firing rate and movement accel-

eration changed during place training to a greater degree

than during response training following a cue manipula-

tion (Fig. 11A). An analysis of the slope coefficient

showed that the acceleration correlate of hippocampal

neurons was more sensitive to cue manipulations during

response training. This pattern suggests that, on the

whole, hippocampal, and not striatal, movement cells
are differentially sensitive to visual context changes

depending upon the cognitive strategy. It appears that

hippocampal and striatal movement-correlated cells

not only reflect egocentric information, but they may

also represent learned behavioral responses (Yeshenko

et al., 2004). To the extent that the use of different cog-

nitive strategies reflects the operation of different mem-

ory systems, hippocampal movement-related firing may
be guided directly by memory more than striatal move-

ment representations.



Fig. 9. Context-dependent responses of hippocampal place fields during place (left) and response (right) performance. The spatial distribution of

firing is illustrated for cells recorded during the baseline period, and then after the visual cues were manipulated in different ways. All forms of cue

manipulation resulted in place field reorganization. The r value is the spatial correlation that compares baseline and cue manipulation phases. Bold

dots indicates firing rates that were greater than 20% of the maximum firing rate for the cell. Arrows indicate the response trajectories of the animal.
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6. Summary of similarities and differences in hippocampal

and striatal neural codes

The analyses presented above were directed toward
two issues. The first issue was whether a differential con-

tribution of hippocampus and striatum to learning could

be accounted for by arguing that different information is

represented in these structures. Our findings show that

both structures contain neurons whose firing is signifi-

cantly correlated with an animal�s location, directional

heading, egocentric movement, and prospective/retro-

spective behavioral trajectories. Also, both structures
contain neurons that are sensitive to changes in the

expected reward location. In addition to these striking
similarities in neural codes, there are at least three nota-

ble differences. Striatum contains neural codes specific

to particular behaviors (e.g., turns) while hippocampus

movement codes are more broad in scope (i.e., they de-
tect changes in general movement states such as whether

translational movements occur or not). Also, we show

that striatal neurons are more sensitive to changes in re-

ward location than hippocampal neurons. In addition, it

is worth noting that it has been shown that rodent stri-

atum contains neurons that are sensitive to reward con-

sumption and the anticipation of reward encounters

(Mizumori, Ragozzino et al., 2000). No such correlate
has been observed in hippocampus. Finally, it appears

that the movement-related cells of hippocampus are



Fig. 10. Context-dependent responses of striatal place fields during place (left) and response (right) performance. Similar to the hippocampal

responses shown in Fig. 9, striatal place fields showed reorganization responses following different forms of cue manipulation regardless of the

cognitive strategy.

Fig. 11. Summary of context-dependent responses of hippocampal and striatal movement-related cells during place or response testing on a plus

maze. (A) The responses are expressed in terms of the percent change in the correlation between acceleration or velocity and firing rate after a change

in visual context. Only hippocampal cells showed a strategy-dependent response to context changes: these cells showed a greater change in correlation

during place task performance. (B) When comparing the slope coefficient of the correlation function, it appears that hippocampal cells showed a

greater response to context change during response performance. While the significance of these individual effects is unclear, hippocampal movement-

cells in general appear to be more sensitive to strategy effects.
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generally more sensitive to visual and cognitive context

(i.e., strategy) changes when compared to striatum.

The cumulative effect of the differences observed be-

tween hippocampal and striatal neural representational

properties may effectively bias the significance or

strength of their output such that hippocampus has
greater impact on ongoing behavior during spatial con-

text learning despite the fact that striatum continues to

process information in parallel with hippocampus.

When spatial context learning is not critical, the strength

of the hippocampal output may be attenuated such that

striatal output gains greater relative influence over

behavioral output systems.

Intrinsic factors may regulate the relative strengths of
hippocampal and striatal output. Fig. 11 illustrates that

cognitive strategy is one such factor. Mizumori, Ragozz-

ino et al. (2000) suggested that motivational factors or

hormone status may also influence the relative contribu-

tion of hippocampus and striatum during learning.

Motivational influences can be assessed in different

ways. One method involves testing hippocampal and

striatal unit responses during different motivational
states, such as hunger vs. thirst. Of interest in this regard

is the recent report that hippocampal place cells respond

differently to context change depending on whether a rat

is hungry or thirsty (Kennedy & Shapiro, 2003). An-

other approach to the study of motivational influences

is to compare hippocampal and striatal responses to

neurotransmitters that are thought to mediate signals

that reflect the level of motivation, such as dopamine.
Dopamine has indeed been implicated in the regulation

of feeding and other motivated behaviors (Phillips, Ahn,

& Howland, 2003). In the following section, we describe

our initial attempts to determine whether intrinsic fac-

tors such as dopamine or estrogen status might differen-

tially regulate hippocampal and striatal output in a

manner consistent with their allegedly different roles

during learning.
7. Are hippocampus and striatum differentially regulated

by intrinsic variables?

Dopamine seems to play a central role in regulating

different cognitive processes, from attention to behav-

ioral selection to learning (Nieoullon, 2002). Here, we
focus on the issue of whether dopamine impacts the rel-

ative contribution of hippocampus and striatum to

learning by regulating their output strength and clarity.

Such a function may be predicted by anatomical and

physiological investigations of dopaminergic connections

with hippocampus and striatum. For example, dopamine

afferents appear to be located strategically to differentially

regulate associativemechanisms in hippocampus and stri-
atum. Dopamine neurons within the ventral tegmental

area (VTA) project to subiculum, as well as the CA1
and CA3 regions of dorsal and ventral hippocampus

(Gasbarri, Introini-Collison, Packard, Pacitti, &

McGaugh, 1993;Gasbarri, Packard,Campana,&Pacitti,

1994). Dopamine neurons of the substantia nigra pars

compacta (SNc) also project to hippocampus. VTA pro-

jects primarily to ventral striatum while SNc projects
mainly to dorsal striatum (Gasbarri et al., 1993). Mne-

monic and/or spatial context-relevant firing by dopamine

neurons may result from the coordinated input of gluta-

matergic afferents from prefrontal cortex and/or tegmen-

tum (Forster & Blaha, 2000).

In striatum, it has been proposed that dopamine con-

tributes to the evaluation of behavioral contexts, per-

haps by contributing to long term plasticity via its
regulation of glutamatergic afferents (Calabrese, Pisani,

Mercuri, & Bernardi, 1996; Seutin, Johnson, & North,

1993) and its effects on the oscillatory pattern of striatal

discharge (Ruskin et al., 1999). Within hippocampus,

dopamine may determine the duration of synaptic plas-

ticity since application of D1 and D2 receptor agonists

produce long lasting activation and inhibition, respec-

tively, of CA1 pyramidal neuron firing rates (Smialow-
ski & Bijak, 1987). In addition to direct effects on

pyramidal neurons, dopamine may have indirect effects

in hippocampus by increasing acetylcholine release

(Brito, 1992) , which in turn may regulate the stabiliza-

tion of place representations in new environments (Leu-

tgeb & Mizumori, 1999, 2002). Indeed, recent evidence

suggests a possible role for acetylcholine in regulating

the relative contributions of hippocampus and striatum
during different forms of learning (Chang & Gold, 2003;

Gold, 2003).

To begin an examination of a possible regulatory role

for dopamine in hippocampal and striatal mnemonic

function, we tested the effects of a D1 receptor antagonist

(SCH23390) on hippocampal and striatal place fields

(Gill & Mizumori, 2002). Rats were trained to perform

a standard spatial working memory task on an eight-
arm radial maze (Mizumori, McNaughton, Barnes, &

Fox, 1989; Mizumori, Ragozzino et al., 2000). During

training, the first four choices of a trial were predeter-

mined by the experimenter (study phase) and presented

sequentially to the rat. All maze arms were then made

available to the rat (test phase), and the rat was trained

to select maze arms that were not previously visited that

trial. Rats performed five such trials (2min intertrial
interval) while baseline unit data were collected. During

the intertrial interval between trials 5 and 6, vehicle or

SCH23390 (5mg/kg) was injected (sc). After 5min, the

rat performed trials 6–10. To test whether dopamine dif-

ferentially regulates hippocampal and striatal place fields

during times of context change, the maze room lights

were turned off during trials 6–10 for half of the test

sessions (dark trials).
Spatial correlation values were compared across

times when vehicle solution was injected prior to trials
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performed with the lights on (VEH-LIGHT condition),

and times when vehicle solution was injected prior to

dark trials (VEH-DARK condition). When compared

to the VEH-LIGHT group, striatal place fields tested

showed significant reorganization after SCH23390 injec-

tion (SCH-LIGHT; Fig. 12; p<.05). In contrast, relative
to spatial correlation scores obtained during the VEH-

LIGHT condition, hippocampal place fields did not

show significantly more reorganization during the

SCH-LIGHT condition. Consistent with our previous

reports (Mizumori, Ragozzino et al., 2000; Yeshenko

et al., 2004) , both hippocampal and striatal place fields

reorganized when a vehicle solution was injected prior to

dark trials. When the vehicle solution or SCH23390 was
injected prior to dark trials (VEH-DARK and SCH-

DARK, respectively), a different pattern emerged. Hip-

pocampal place fields showed significantly greater

reorganization in response to darkness under the influ-

ence of SCH23390 when compared to the SCH-LIGHT

condition (p<.01). In contrast, striatal place fields

showed similar amounts of reorganization in both

SCH-LIGHT and SCH-DARK conditions. Thus, in
familiar test conditions, D1 antagonism had greater ef-

fects on striatal place field reorganization than on hip-

pocampal field reorganization. When tested after a

change in visual context, D1 antagonism induced great-

er reorganization by hippocampal place fields than what

was observed following D1 antagonisms in a familiar,
Fig. 12. Color density plots illustrating the effects of a D1 receptor antonist (

from rats performing a spatial working memory task on a radial arm ma

dopaminergic function than hippocampal place fields. This pattern is consiste

striatum and hippocampus.
constant environment. In contrast, striatal fields re-

sponded similarly to D1 antagonism regardless of con-

text changes. These preliminary data are consistent

with the proposal that the dopamine system differentially

regulates hippocampal and striatal neural representation

depending on the spatial context. Consequently, dopa-
mine may play an important role in determining the

relative contributions of hippocampus and striatum to

learning.

Estrogen status may also bias the relative contribu-

tion of hippocampus and striatum during learning.

Interestingly, estrogen�s effects may be tied to the effects

that estrogen has on the dopaminergic system, at least in

striatum. It has been shown that tyrosine hydroxylase
and dopamine turnover are higher during rising or high

estrogen states compared to during low estrogen states

in naturally cycling female rats (Fernandez-Ruiz, Her-

nandez, de Miguel, & Ramos, 1991). More recent work

confirms that estrogen increases dopamine function,

especially within the striatum. Intrastriatal injection of

estrogen produces rapid effects on rotational behavior

and enhances sensorimotor performance (e.g., Becker,
1990a, 1990b; Becker, Snyder, Miller, Westgate, & Jenu-

wine, 1987). The mechanism for this effect is thought not

to involve classical estrogen receptor mechanisms (McE-

wen & Alves, 1999) since there are no intracellular estro-

gen receptors in striatum and since the estrogen effects

occur very rapidly. Rather, a membrane-associated
SCH23390, or SCH) on striatal and hippocampal place fields recorded

ze. Striatal place fields appear to be more sensitive to disruption of

nt with the view that dopamine may differentially regulate the output of
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receptor mechanism is postulated, perhaps one that

interferes with DA autoreceptor/DA transporter cou-

pling (Dluzen, 2000; Thompson, Bridges, & Weirs,

2001) and/or presynaptic potentiation of DA release. In-

deed, estrogen pretreatment increases firing by nigrostri-

atal neurons after dopamine application (Arnaud,
Duffy, Pestre, & Vincent, 1981). The functional increase

in the availability of DA could ultimately enhance the

ability of striatum to evaluate reinforcement conse-

quences. This enhanced efficiency may translate into im-

proved learning, a view consistent with the behavioral

literature showing improved learning following adminis-

tration of DA agonist agents (Nieoullon, 2002).

To begin to examine estrogen�s impact on striatal rep-
resentational stability, we recently assessed striatal neu-

ron responsiveness to estrogen manipulation. Female

rats were ovariectomized (OVX), and half of the rats re-

ceived estrogen replacement by insertion of a 0.5mg

timed release tablet that maintains estrogen levels within

the range observed naturally during the proestrous

phase (OVX + E; Matsuda, Hirano, & Watanabe,

2002). The rats were also implanted with recording elec-
trodes just above dorsal striatum. Striatal place cells

were recorded during the performance of a spatial

plus-maze task. Our initial analysis reveals that estrogen

did not have an effect on striatal place field specificity.

That is, the size and spatial clarity of the location-spe-

cific signal was the same for OVX and OVX + E rats.

The reliability with which elevated cell firing was ob-

served with each pass through the area of the field, how-
ever, was significantly affected by estrogen. OVX + E

animals exhibited striatal place fields with greater reli-

ability than the place fields recorded from OVX rats

(p<.05). This finding suggests that estrogen may facili-

tate the stability of striatal place fields. If the reliability

change is mediated via estrogen-induced dopamine re-

lease, then our finding is consistent with the finding that

dopamine antagonists change the stability of striatal
place fields (see above). Furthermore, estrogen-induced

stability of striatal place fields might predict that hippo-

campal place fields are also more reliable, a prediction

consistent with behavioral results that rats preferentially

use a spatial strategy when tested during conditions of

elevated estrogen levels (Korol & Kolo, 2002). Thus,

we are currently examining hippocampal place field re-

sponses recorded in an identical test situation to deter-
mine whether estrogen, like dopamine, may

differentially regulate the plasticity of neural representa-

tion in hippocampus and striatum.
8. Implications for selective roles of hippocampus and

striatum during navigation

It is clear from the data presented that hippocampus

and striatum engage in similar, though not identical,
context-dependent task and behavior-related neural pro-

cessing regardless of the current cognitive strategy. One

question, then, is whether these structures as a whole

make redundant or distinct contributions to adaptive

navigation. It has been argued, based on the results of

numerous lesion and behavioral studies as well as the
neurophysiological results from primate and rodent

studies, that hippocampus and striatum make separate

contributions to navigation perhaps by incorporating

similar types of information into neurocomputations de-

fined by unique patterns of intrinsic connections (Mizu-

mori, Ragozzino et al., 2000). Specifically, the striatum

assists the navigational system by helping to define fu-

ture actions that are appropriate for the current context,
regardless of whether the task to be learned is stimulus–

response in nature or involves the more flexible process-

ing of context learning. It does so by engaging a response

reference system that compares the sensory context-de-

fined, expected success of a learned behavior with the ac-

tual success experienced by the animal. Such a function

should be important for may forms of learning. Stimu-

lus–response learning may appear as a special (but not
sole) function of striatum because of the nature of the

learning involved. Stimulus–response learning requires

that an association be made between a well-defined, cur-

rent external stimulus (or motor act) and its immediate

consequence. Since, in theory, response flexibility is

not required, and is in fact detrimental, for good perfor-

mance, the most direct way to accomplish such learning

is to use the lateral dorsal striatal connections with mo-
tor and somatosensory cortex that are direct and

somatotopically organized (Crutcher & Alexander,

1990; Crutcher & DeLong, 1984). As a result, the

learned responses seem relatively inflexible, habitual in

appearance (because the response can be elicited with

short latency), and slow to acquire because the process

does not take advantage of the more rapid learning that

is possible when response outcomes are associated with
environmental contexts.

The hippocampus, in contrast, may serve as a spatial

context reference system that determines the extent to

which the expected sensory definition of a context

matches the one currently being experienced (Mizumori

et al., 1999). In the case of both hippocampus and

striatum, output to memory systems should reflect the

extent to which a match is detected. Many computa-
tional and neurophysiological models suggest that learn-

ing is error (or mismatch) driven (Schultz & Dickinson,

2000; Schultz et al., 2003). Signals corresponding to mis-

match detection could, in the case of hippocampus, re-

sult in the updating of memory representations of the

expected or learned spatial context. In the case of stria-

tum, mismatch detection could result in the updating of

memory representations regarding the learned reinforce-
ment consequences of context-dependent sensory-motor

associations. Signals corresponding to match detection



294 S.J.Y. Mizumori et al. / Neurobiology of Learning and Memory 82 (2004) 278–298
from either hippocampus or striatum could strengthen

(or maintain) currently active networks of memory

representations.
9. Implications for multiple memory systems theory

As noted above, several distinguishing features of

hippocampal and striatal neural representations were

identified that could contribute to their differential influ-

ence on learning. These include slight variation in the

types of neural representation and/or the differential

sensitivity of similar types of representations to changes

in spatial context. Perhaps more surprising findings,
however, were findings that (a) there were significant

numbers of hippocampal and striatal neurons that rep-

resented similar kinds of information (e.g., place and

egocentric movement) and (b) these representations re-

sponded in similar ways to changes in spatial context

regardless of the current cognitive strategy. It would ap-

pear, then, that there is significantly more parallel pro-

cessing across anatomically defined memory systems
than previously thought. Moreover, this processing ap-

pears to be continuously, or automatically, engaged

regardless of the specific task at hand.

Several patterns of neural responsiveness emerged,

each one of which suggests new insight into the funda-

mental nature of the processing within and between neu-

ral systems. For example, one common observation

across different categories of correlated neurons from
both hippocampus and striatum was that changes in

context produced only partial reorganization of firing

patterns. That is, only a portion of place, movement,

and reward-related cells responded to context change.

If we assume that context-independent firing reflects ex-

pected information based on past experience (e.g., ex-

pect spatial contexts, learned responses, or expected

reinforcement outcomes), and if we assume that con-
text-dependent neural codes reflect ongoing features of

a current situation, then a fundamental principle that

applies to diverse neural systems could be to engage in

error-driven (match–mismatch) computations. Such a

conclusion is consistent with the prediction of computa-

tional models of striatal and hippocampal function (e.g.,

Houk, 1995). Such computations would be highly adap-

tive for it provides a mechanism by which past experi-
ence can impact the processing of different forms in

incoming information.

To determine whether parallel processing is the rule

rather than the exception, it is worth noting the types

of representations that have been reported for amygdala

and prefrontal cortex, brain structures that allegedly

mediate cue-affect association and working memory,

respectively. Using comparable navigation-based tasks,
Pratt and Mizumori (1998) reported that there is a com-

bination of egocentric movement, reward, and spatial
correlates of neurons within rat basolateral amygdala.

Rat prefrontal cortex appears to contain mostly reward

and egocentric movement correlates, with modest evi-

dence of spatial codes (Jung, Qin, McNaughton, &

Barnes, 1998; Poucet, 1997; Pratt & Mizumori, 2001).

Thus, significant parallel processing may commonly oc-
cur during many forms of learning. There may be, how-

ever, region-specific variation to these processing

functions.

During active navigation, representation of egocen-

tric movement was the most common correlate type

found across the neural systems that are thought to

mediate different forms of learning. We also found that

within each neural system, movement-correlated cells
represent one of the largest categories of functionally

correlated cells. Different interpretations could be of-

fered to account for the parallel coding of egocentric

movement. One possibility is that information about

the current behavioral state needs to be incorporated

by the local neurocomputational architecture. In this

way, the behaviors relevant to a particular association

(stimulus–stimulus, or stimulus–reward) or a specific
stimulus can be encoded. Another possibility relates to

the finding that hippocampal and striatal egocentric

movement correlates often change if the expected spatial

context is changed. This result suggests that the egocen-

tric code may also reflect a learned association between

expected contextual information and the relevant behav-

ior. [In this case, the term �behavior� refers not only to

the broad category of behavior exhibited (e.g., turn cor-
relate), but also to the details of the behavior such as

velocity and acceleration of the actual movement.] Such

an integrated representation could be useful to provide

information to the local computational network about

the expected behavioral context of a task, a variable

known to impact movement-related responses of parie-

tal cortex neurons in primates (Colby & Goldberg,

1999). The fact that many brain structures contain such
sensory context-sensitive movement codes suggests that

the behavioral context in which learning occurs is a fun-

damental unit of information that is useful for multiple

forms of learning. The broad presence of behavioral

context information may provide one (of many?) func-

tional architectures through which different neural pro-

cessing systems can be orchestrated (see Fig. 13). If the

behavioral context changes (resulting in altered firing
patterns of the context-sensitive movement cells), infor-

mation is fed back to a neural network that mediates the

global functional domain of behavioral expression (a

processing domain that is responsible for behavioral

selection, planning of actions, and the memory of

behavioral acts). Frontal and parietal cortices are likely

to be centrally involved in the operations of this func-

tional domain. The feedback indicating a change in
behavioral context may cause the activity landscape of

the domain to reconfigure, which in turn provides adap-



Fig. 13. A working hypothesis that describes how different neural

systems interact to result in appropriate behavioral responses. Neural

systems could refer to networks of structures, such as the basal ganglia

or hippocampal system. Based on the data presented, it is postulated

that each neural system operates continuously, and in parallel,

regardless of the task at hand. In some cases, there may be direct

interactions between neural systems (e.g., between hippocampus and

amygdala). In other cases, there may not be direct communication

(e.g., as in the case of hippocampus and striatum). However, the

efficiency (and perhaps specificity) of processing within each neural

system could differentially vary as a function of neuromodulatory

factors such as dopamine, acetylcholine, or hormones such as estrogen.

The output of each neural system is read by other neural networks

(perhaps involving multiple areas of cortex) that are responsible for

broad functions, termed functional domains. An example of a

functional domain might be the expression of the appropriate

behavior, or the understanding of the spatial context. Subprocesses

with the behavioral expression domain might include behavioral

selection, plans of action, or the memory of past behavioral acts. It is

conceivable that each of the neural systems, as well as other functional

domains, might inform each of the subprocesses within a given

functional domain. The output of the behavioral expression domain,

then, reflects the integration of the subprocesses to achieve the

expression of the desired behavior. The appearance of different

memory systems, then, could reflect the differential contributions of

each neural system to the behavioral expression domain.
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tive feedback that updates movement-sensitive represen-

tations in multiple neural systems.
Similar to the operation of the behavioral expression

system, we postulate that there exists a distributed net-

work that corresponds to spatial context memory (per-

haps involving parietal and temporal cortices; Fig. 13).

This network may function to coordinate spatial context

codes within different neural systems, such as hippocam-

pus and striatum. That is, the spatial context memory

network could define for different neural systems an
expectation of sensory, behavioral, and reward elements

of a learning situation. As noted above, this information

could be used in different ways to support local network

functions. Feedback to the spatial context memory net-

work from individual neural systems may be required to

update memory as the learning situation changes. The

consequence of such updates may in turn update mem-

ory representations within other functional domains
such as the behavioral expression system. There may
be other functional domains that interact with the spa-

tial context and behavioral control domains.

In addition to parallel processing of movement-re-

lated information, it appears that several structures con-

tain place- and reward-related neural representations.

This finding reveals that spatial and reward information
may be integral for more than one type of neurocompu-

tation. For example, place field information can be used

to help identify changes in spatial context (in hippocam-

pus) or to help define the overall learning context in

which responses are made (in striatum). Reward-related

information can be used to signal changes in the ex-

pected rewards (in striatum) or to identify the signifi-

cance of locations in space (in hippocampus)
From the perspective of adaptation, it seems advanta-

geous that discrete brain regions differentially process

similar types of information in parallel. Such an organi-

zation creates a situation that allows for greater and

more rapid behavioral flexibility in constantly changing

environmental conditions (e.g., Mizumori, Ragozzino

et al., 2000). Furthermore, more complex learning may

be possible because there is greater potential for dy-
namic relationships between neural systems. These rela-

tionships may be dynamic in the sense that they can vary

in type and degree depending upon a number of vari-

ables such as training conditions, hormone status, and

task demands.

Similar to what is discussed in other articles within

this issue, the specific relationship amongst neural sys-

tems can be cooperative in the sense that activation pat-
terns in neural system A may be permissive for certain

activation patterns in neural system B. When neural sys-

tem B is activated in this way, there may be feedback to

neural systemA to affect future processing efficiency. The

relationship amongst neural systems may also be compet-

itive. In theory, such competition can take place in differ-

ent ways. For example, activation of neural system A

could directly preclude activation in a neural system B.
This form of competition probably does not apply to

hippocampus and striatum since both structures are

clearly processing specific and task-related information

in parallel. A different sort of competition is one that

does not involve direct interactions between neural sys-

tems. Rather, the competition could take place within a

Functional Domain. To apply this model to the relation-

ship between hippocampus and striatum, one could
argue that although they may continuously process

information, it is the relative strengths of their output

to the third neural system that determines their relative

impact on ongoing behavior. The relative strengths of

their output may be regulated by factors such as

hormone status, task demands, and/or experience. Spe-

cific training protocols may differentially reinforce hip-

pocampal or striatal processing styles, resulting in
different strengths of output to behavioral control

systems.
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Our view of the distinctions between striatum and

hippocampus can explain why only striatal lesions pro-

duce impairments in stimulus–response or egocentric

learning. Both forms of response learning require an

association between a well defined motor act, or current

external stimulus, and the immediate consequence. Re-
sponse learning can take advantage of the direct connec-

tions of lateral striatum with motor and somatosensory

cortices. Hippocampus does not have such direct con-

nections with motor or somatosensory cortex. Therefore

we wouldn�t expect hippocampus to be central for such

response learning. We hypothesize that learning to nav-

igate one�s environment, on the other hand, can take

place quickly because both striatal and hippocampal ref-
erence systems are engaged. To account for the finding

that hippocampal lesions, but not striatal lesions, result

in context learning deficits, we argue two points. First,

in rodents, the lesions tend be found in either central

or lateral dorsal striatum, leaving the medial striatum

essentially intact. Selective medial striatal lesions pro-

duce spatial learning deficits (Devan & White, 1999),

and medial striatum preferentially receives limbic input
(Groenewegen, Vermeulen-Van de Zee, te Kortschot,

& Witter, 1987). Also, medial and lateral striatum pos-

sess different NMDA systems, suggesting different

mechanisms of neuroplasticity (Chapman, Keefe, &

Wilcox, 2003). Second, there are two routes by which

hippocampal information may impact behavior in an

experience-dependent way (Mizumori, Pratt, Cooper,

& Guazzelli, 2002) one initially involving striatal cir-
cuitry and another passing through cortical circuitry

involving the retrosplenial cortex and medial precentral

cortex (Mizumori, Ragozzino et al., 2000). Thus, even

if the striatal route is rendered non-functional, spatial

performance can improve. Since the spatial context

comparator function of hippocampus is uniquely impor-

tant for spatial or context learning, one usually finds

deficits in such learning following lesions of only hippo-
campus. In sum, the extent to which one observes lesion-

induced memory dissociations may reflect (at least in

part) the unique patterns of extrinsic connections and

the extent to which alternate systems are available to

provide functional compensation.
10. Conclusion

Our search for the neural instantiation of the multiple

memory systems theory has revealed that under natural

(i.e., complex) learning situations such as adaptive navi-

gation, several neural systems are actively engaged in

task-relevant ways. Some differences were noted in terms

of the types of neural representation found within each

neural system, and these may importantly contribute to
a selective role for these systems in learning. However,

when considered on the whole, the most striking result
is the high degree of similarity in terms of the types of neu-

ral representations found across diverse neural systems.

Moreover, the dynamic responses of these representa-

tions were similar across structures. It is suggested that

the important interactions between neural systems tradi-

tionally thought to subserve different forms of learning
actually take place within a distributed network of neural

activity that operate within functional domains, such as

memory-guided behavioral expression or spatial context

memory. Such a perspective leaves us with a view that dif-

ferent neural systems continuously engage in specific

kinds of learning-related computations regardless of the

task demands, and their relative influence on behavioral

expression systems may vary depending upon a number
of factors such as experience, hormone status, or motiva-

tion. Challenges facing the field is to identify the neural

networks responsible for the selection of adaptive pat-

terns of behavior, and how associative structures such

as the hippocampus and striatum impact this process.
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