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ABSTRACT

Gridded spatiotemporal maps of precipitation are essential for hydrometeorological and ecological analyses. In the United States, most of these datasets are developed using the Cooperative Observer (COOP) network of ground-based precipitation measurements, interpolation, and the Parameter–Elevation Regressions on Independent Slopes Model (PRISM) to map these measurements to places where data are not available. Here, we evaluate two daily datasets gridded at 1/16° resolution against independent daily observations from over 100 snow pillows in California’s Sierra Nevada from 1990 to 2010. Over the entire period, the gridded datasets performed reasonably well, with median total water-year errors generally falling within ±10%. However, errors in individual storm events sometimes exceeded 50% for the median difference across all stations, and in many cases, the same underpredicted storms appear in both datasets. Synoptic analysis reveals that these underpredicted storms coincide with 700-hPa winds from the west or northwest, which are associated with post-cold-frontal flow and disproportionately small precipitation rates in low-elevation valley locations, where the COOP stations are primarily located. This atmospheric circulation leads to a stronger than normal valley-to-mountain precipitation gradient and underestimation of actual mountain precipitation. Because of the small average number of storms (<10) reaching California each year, these individual storm misses can lead to large biases (~20%) in total water-year precipitation and thereby significantly affect estimates of statewide water resources.

1. Introduction

In the western United States, mountain snowpacks supply water for multiple purposes. Through forecasting and reservoir operations, the Sierra Nevada snowpack provides more than half the annual water supply and about 15% of the electrical power supply (Rheinheimer et al. 2012) for California’s population of over 38 million (U.S. Census Bureau 2014). Estimates and predictions of this water supply on daily (flood and hydropower forecasting), seasonal (supply forecasting), and decadal (long-range planning) time scales typically depend on an ability to map point measurements of precipitation to entire watersheds. Spatial grids of precipitation also function as benchmarks to evaluate and downscale atmospheric model performance as well as drivers for hydrologic models, which are then calibrated and used to forecast streamflow.

Many gridded precipitation products have been developed, but their methodologies, at least as applied within the continental U.S. (CONUS), are remarkably similar (Table 1). Each starts with daily gauge observations as reported by the National Weather Service (NWS) and National Climatic Data Center (NCDC) Cooperative Observer (COOP) network, where volunteers report 24-h accumulated precipitation (Daly et al.
<table>
<thead>
<tr>
<th>Product (citation)</th>
<th>Spatial and temporal resolution (time period covered)</th>
<th>Source of daily precipitation data</th>
<th>Topographic gridding baseline for precipitation</th>
<th>Temperature gridding notes</th>
<th>Reported error statistics</th>
<th>Times cited*</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRISM (Daly et al. 1994, 2008)</td>
<td>4-km and 800-m data available daily (from Jan 1981 to present), monthly (from Jan 1895 to present), and as 30-yr climate normals (1961–90, 1971–2000, and 1981–2010)</td>
<td>Multiple data networks (see Daly et al. 2008; Daly 2013)</td>
<td>Empirical relationships to account for the influence of elevation, rain shadows, and coastal proximity</td>
<td>Empirical relationships to account for the influence of elevation, cold air pools (topographic ridge vs depression), and coastal proximity</td>
<td>Average cross-validation biases of &lt;1 mm and mean annual error of 11% (for precipitation, using comparison against deliberately withheld stations), but mapped values for high-altitude terrain in the western United States often have &gt;30% absolute error in annual precipitation.</td>
<td>GS: 2005; WS: 1177 (40% ecol., 34% hydr., and 34% atm.)</td>
</tr>
<tr>
<td>Daymet (Thornton et al. 1997)</td>
<td>1-km data available daily (1980–2013; with continuing updates each calendar year)</td>
<td>COOP stations and NRCS SNOTEL observations</td>
<td>Linear regression based on elevation; patterns are assumed constant in time</td>
<td>Linear lapse based on regression between station elevations and daily temperatures</td>
<td>Mean annual errors of 20%, with mean positive biases of 3%–7%; ±50% difference compared to PRISM in western United States (see Daly et al. 2008).</td>
<td>GS: 824; WS: 498 (62% ecol., 10% hydr., and 20% atm.)</td>
</tr>
<tr>
<td>M02 (Maurer et al. 2002)</td>
<td>1/8 (~12 km) data available daily (1949–2000; now available through 2010)</td>
<td>COOP stations with &gt;20 years of data</td>
<td>PRISM 1961–90 monthly climatology</td>
<td>−6.5°C km⁻¹ constant lapse rate</td>
<td>For VIC simulations of California streamflow, RMSE = 68% and 46% and bias = 30% and −0.4% for monthly flow in the Tuolumne and Sacramento Rivers, respectively.</td>
<td>GS: 694; WS: 439 (23% ecol., 39% hydr., and 54% atm.)</td>
</tr>
<tr>
<td>HL05 (Hamlet and Lettenmaier 2005)</td>
<td>1/8 (~12 km) data available daily (1915–2003)</td>
<td>COOP stations with &gt;5 years of data</td>
<td>PRISM 1961–90 monthly climatology; running mean is adjusted to match USHCN and HCCD** data</td>
<td>−6.1°C km⁻¹ constant lapse rate</td>
<td>For VIC streamflow simulations of the Sacramento and San Joaquin basins, there is “quite good for the most part” agreement and stationary error characteristics throughout the time series.</td>
<td>GS: 174; WS: 111 (24% ecol., 32% hydr., and 56% atm.)</td>
</tr>
<tr>
<td>NLDAS-2 (Cosgrove et al. 2003; Xia et al. 2012a,b)</td>
<td>1/8 (~12 km) data available hourly (from 1979 to present)</td>
<td>CPC daily gauge analysis (Higgins et al. 2000) disaggregated to hourly with NCEP stage II radar data</td>
<td>PRISM 1961–90 monthly climatology</td>
<td>−6.5°C km⁻¹ constant lapse rate; threshold air temperature of 0°C to separate rainfall from snowfall</td>
<td>Annual runoff biases for basins in the western United States using four different streamflow models are generally within ±75%.</td>
<td>GS: 1760 for search term “NLDAS” and 250 for Cosgrove et al. (2003); WS: 180 (16% ecol., 28% hydr., and 57% atm.)</td>
</tr>
<tr>
<td>H10 (Hamlet et al. 2010; Salathé et al. 2014)</td>
<td>1/16 (~6 km) data available daily (1916–2010; these dates are for California but the exact time period varies by region)</td>
<td>COOP stations with &gt;5 years of data</td>
<td>PRISM 1971–2000 monthly climatology; running mean is adjusted to match USHCN and HCCD data</td>
<td>PRISM 1971–2000 monthly temperature climatology</td>
<td>—</td>
<td>GS: 23 for H10 and 0 for Salathé et al. (2014); WS: 0</td>
</tr>
</tbody>
</table>
2007). Some augment these observations with those from other networks, such as the National Resources Conservation Service (NRCS) SNOTEL observations (used in Daymet; Thornton et al. 1997) or radar-based observations and river forecaster modifications (NCEP stage IV analysis; Baldwin and Mitchell 1996; Lin and Mitchell 2005), where river forecasters in the western United States use the Mountain Mapper (MM; Schaake et al. 2004) to extend gauge observations across complex terrain (see www.cnrfc.noaa.gov/products/rfcprismuse.pdf). Some gridded products (Hamlet and Lettenmaier 2005, hereafter HL05; Hamlet et al. 2010, hereafter H10), designed for use in climate simulations, adjust the data for temporal continuity, forcing gridded 3-month running means calculated with all gauges to match running means from the longer record but sparser U.S. Historical Climatology Network (USHCN; Menne et al. 2009; Karl et al. 1990). Other products (Maurer et al. 2002, hereafter M02; Livneh et al. 2013, hereafter L13) attempt to ensure temporal stability by excluding stations with fewer than 20 years of total record. All the products use interpolation methods to map the station data to a grid (see Table 1), and all, except Daymet, use the Parameter–Elevation Regressions on Independent Slopes Model (PRISM; Daly et al. 1994, 2008) 30-yr monthly climate normals to adjust the spatial grid for effects of elevation and topographic orientation.

Despite their widespread use, few evaluations of the performance of gridded precipitation products exist. Generally, all available measures of precipitation are included in the product, leaving no stations for evaluation. A comparison of PRISM data to a weather model and to observations at a recently installed SNOTEL station, which was not included in PRISM, showed that gridded products could be off by a factor of 2 in one Colorado mountain range (Gutmann et al. 2012). Other evaluations have pointed out issues with precipitation undercatch, which is particularly problematic with snow (Goodison et al. 1998; M02; Yang et al. 2005; Rasmussen et al. 2012), wet-day statistics (Gutmann et al. 2014), and extreme event representations (Gervais et al. 2014) in gridded products. Alternatively, comparing streamflow simulations with observations may demonstrate that a precipitation product provides plausible information, but many model parameters can be tuned to mask precipitation bias (Kirchner 2006), thus resulting in a cascade of incorrect and compensatory values generating a simulated hydrograph that matches observed streamflow.

Here, we evaluate the H10 and L13 datasets over a 20-yr period in the state of California. We chose these two datasets because they are readily available at a high resolution (1/16°) over long time periods (1916–2010 and

### Table 1 (Continued)

<table>
<thead>
<tr>
<th>Product (citation)</th>
<th>Spatial and temporal resolution (time period covered)</th>
<th>Source of daily precipitation data</th>
<th>Topographic gridding baseline</th>
<th>Temperature gridding notes</th>
<th>Reported-error statistics</th>
<th>Times cited*</th>
</tr>
</thead>
<tbody>
<tr>
<td>L13 (Livneh et al. 2013)</td>
<td>NCEP stage IV (1/16°; ~6 km) data available daily (1915–2011)</td>
<td>COOP stations with &gt;20 years of data</td>
<td>PRISM 1961–90 monthly climatology</td>
<td>2°C/500 m lapse rate</td>
<td>Compares well with M02, with some overprediction of modeled San Joaquin streamflow (numbers not reported)</td>
<td><strong>GS: 14; WS: 4</strong></td>
</tr>
<tr>
<td>H10 (Hamlet et al. 2010)</td>
<td>1/16° (~6 km) data available daily (1915–2011)</td>
<td>NCEP stage IV</td>
<td>PRISM 1961–90 monthly climatology, as employed in MM (Schaake et al. 2004)</td>
<td>—</td>
<td>GS: 17; 002; NCEP stage IV produces 202 for Lin and Mitchell (2005); Lin and Mitchell (2005) is not in Web of Science</td>
<td><strong>GS: 17; 002; NCEP stage IV produces 202 for Lin and Mitchell (2005); Lin and Mitchell (2005) is not in Web of Science</strong></td>
</tr>
</tbody>
</table>

* GS = Google Scholar search, accessed 29 Oct 2014. WS = Web of Science, accessed 27 Aug 2014. Citations from Web of Science are further described as percentage by discipline, where “ecol.” represents the categories of environmental science or ecology and forestry; “atm.” represents the categories of atmospheric science; and other, less common fields are not reported. ** HCCD = Historical Canadian Climate Database.
1915–2011, respectively), which makes them easier to compare to point measurements, and they represent two gridding methodologies (H10 follows HL05 and L13 follows M02; see Table 1) that have been widely used and cited for hydroclimatic studies (Table 1). Because most gridded datasets utilize similar gauges and techniques, we presume that the results of studying these two broadly represent the performance of gridded precipitation products.

We propose daily snow measurements from snow pillows as an independent and underutilized resource for precipitation evaluation. In particular, we focus on a network of over 100 snow pillow stations in the Sierra Nevada, California, which are maintained by the California Department of Water Resources (CADWR). The SNOTEL network covers the Sierra Nevada sparsely compared to the CADWR network, and the SNOTEL data are included in the CADWR database. The SNOTEL network was used to validate the North American Land Data Assimilation System (NLDAS; Pan et al. 2003), which led to substantial improvements in precipitation gridding in the subsequent NLDAS product (NLDAS, version 2; see discussion in Cosgrove et al. 2003). Snow water equivalent (SWE) on 1 April at 427 California snow pillows and courses was used to manually adjust the PRISM monthly climatologies in the Sierra Nevada (C. Daly 2015, personal communication). However, to our knowledge, the daily accumulations at CADWR snow pillows have not been directly compared with any precipitation estimates.

While the present paper focuses on gridded precipitation, we use snow observations for independent evaluation. In any discussion of snow, a grid cell’s temperature (or wet-bulb temperature; Marks et al. 2013) becomes critically important for distinguishing rain from snow and for determining rates of snowmelt. While it is beyond the scope of this paper to analyze gridded temperatures, we note that the datasets have different methodologies for adjusting temperature with elevation (see Table 1), with many using a constant lapse rate for the entire United States, which may be an erroneous assumption in some regions (e.g., Minder et al. 2010). We return to this issue in the discussion.

In this paper we 1) evaluate the performance of two fine-resolution gridded precipitation products at high elevations in the Sierra Nevada using increases in SWE as a surrogate for precipitation; 2) determine when, where, and why these gridded products fail to estimate high-elevation precipitation; and 3) discuss a practical path forward. Section 2 introduces the data used in this analysis. Section 3 describes the methodology, and section 4 presents results with regard to gridded data performance, underpredicted events, related synoptic weather patterns, and implications for annual water supply forecasting. Section 5 includes a discussion, and section 6 offers a summary and conclusions.

2. Data

a. Hamlet (H10) and Livneh (L13) $1/8^\circ$ gridded datasets

H10 and Salathé et al. (2014) describe the $1/8^\circ$ dataset developed for climate studies following the HL05 methodology. Precipitation values greater than 350 mm day$^{-1}$ were removed, and stations were required to have 5 years of total data and at least 365 continuous days of data. PRISM normals were used from the 1971–2000 climatology. Rather than a constant lapse rate everywhere (as applied in many gridded datasets), they used PRISM maps to rescale maximum temperature $T_{\text{max}}$ and minimum temperature $T_{\text{min}}$, taking care to preserve the observed diurnal temperature range on each day. For California, these data were produced for 1916–2010 and are available from the Climate Impacts Group (2014). As in HL05, USHCN, version 2, stations were used to correct temporal biases and shifts in the COOP-based gridded dataset.

L13 updated the M02 dataset to $1/8^\circ$ resolution and extended it to encompass the 1915–2011 period. They followed the M02 methodology closely, using only stations with at least 20 years of valid data, and they used the 1961–90 PRISM climatology maps for monthly precipitation rescaling and a global $-6.5^\circ\text{C} \text{km}^{-1}$ lapse rate for temperature adjustment. Because of the longer time period than in the original M02 dataset, they were able to include more stations at some times. They also conducted some additional quality control of the input precipitation data, but none of the stations screened out were located in California (L13, their supplemental material).

b. NCEP–NCAR reanalyses

Gridded 700-hPa parameters for daily temperature and zonal and meridional winds from the NCEP–NCAR 40-Year Reanalysis Project (Kalnay et al. 1996) were obtained for the 2.5$^\circ$ grid cell centered at 37.5$^\circ$N and 120$^\circ$W, near the center of the Sierra Nevada. The 700-hPa level is at about 3000 m in elevation, which corresponds well with the elevation of snow observations in the Sierra Nevada. We used these data as an indicator of synoptic conditions and associated winds in the area, preferring them over finer-resolution reanalysis products as a broad first check because they are available over a much longer time period.

c. Snow pillow measurements

The CADWR manages a network of 125 snow pillows, 103 in the Sierra Nevada [Fig. 1; data available
from California Data Exchange Center (2014b)]. These
are generally located in flat clearings and measure the
weight of snow accumulating over an area of about 7 m²
to determine SWE. Because pillows can experience
several hours’ delay in responding to changes in SWE
(Beaumont 1965; Johnson and Marks 2004), data were
analyzed at daily increments. All positive daily changes
in measured snow water equivalent (\(+ \Delta \text{SWE}\)) were
taken to be a measure of daily snowfall. An increase in
SWE was attributed to snow falling on the pillow or to
liquid water falling on snow already on the pillow and
freezing into the snowpack, thereby increasing its den-
sity. In freezing locations where a snow pillow was col-
located with a precipitation gauge, the timing and
amount of \(+ \Delta \text{SWE}\) closely tracked the total accumu-
lated precipitation. Exceptions occurred where the
precipitation gauge suffered severe undercatch (in those
cases \(+ \Delta \text{SWE}\) exceeds measured precipitation) or dur-
ing warm rain events (when rainwater passes through
the snowpack and drains away from the pillow and mea-
sured precipitation exceeds \(+ \Delta \text{SWE}\)). Snowmelt and/or
sublimation can also decrease SWE. Wind redistribution
of snow can either augment or decrease SWE, but this
effect is slight because most California snow pillows are in
sheltered locations (Farnes 1967). In summary, snow pil-
loows are a reliable measure of high-elevation snowfall, and
they do not suffer from the undercatch that standard
precipitation gauges suffer in such environments (Yang
et al. 2005). However, because the Sierra Nevada snow-
packs are typically warm and isothermal, most rain falling
on a snow pillow is not retained and therefore not mea-
sured (Lundquist et al. 2008).

d. Precipitation gauge data

Daily precipitation data (Fig. 1) were obtained from the
CADWR and cooperating agencies, who manage a net-
work of precipitation gauges throughout the state [data
from California Data Exchange Center (2014a)]. Low-
elevation sites consist of both tipping-bucket and accu-
mulation reservoir gauges, while most higher-elevation
sites use precipitation reservoir gauges with antifreeze.

e. Grid elevation comparison

For comparison, we selected the \(1/16\)° grid cell con-
taining each snow pillow. There was no consistent bias
between the elevation of the grid cells (H10 and L13
use the same grid) and the snow pillows: the mean
difference put the grid elevations 30 m lower than the
pillows, and the median difference put the grid 17 m
higher. There was a slight tendency for the pillows to be
higher than the gridcell elevation at the lowest el-
evations and lower than the gridcell elevation at the
highest elevations (Fig. 1c). This owes to the logistics
of snow pillow siting: at lower elevations, water man-
gagers strive to find a site that measures more snow than
rain (locally higher), while at higher elevations, the
highest terrain is too steep, exposed, and/or inaccessible
to place a snow pillow, which leads to locally lower site
locations and an undersampling of the highest elevations
(Rittger 2012). We plotted long-term mean gridded pre-
cipitation versus measured \(+ \Delta \text{SWE}\) as a function of local
elevation difference and did not find any relation, so we
do not expect elevation differences to influence our
results.
3. Methodology

a. Snow pillow quality control

The snow pillow data were used to evaluate snowfall totals for both individual days and for water-year totals. Cases where \( +\Delta \text{SWE} \) was unrealistic (\( >140 \text{mm} \)) or where the same exact \( +\Delta \text{SWE} \) repeated for multiple days were removed from the dataset and labeled as missing. Because some stations exhibited spurious noise in the summer snow-free season, if the sum of \( +\Delta \text{SWE} \) from 15 June to 15 September exceeded 200 mm in any given year, all data falling within that period were set to missing. While these dates were excluded completely from individual day comparisons, they were treated as zero values in annual totals for that station. Therefore, additional tests were conducted to determine whether a station’s water-year total should be excluded for a given year. Stations with zero total snowfall over a year were excluded from that water year’s analysis (assuming a broken sensor was unable to record snowfall). Stations with more than 30% of values for a year labeled as missing were excluded. Finally, to screen stations that broke (or were repaired and reinstated) midway through the year, we identified stations with a cumulative snowfall pattern that differed drastically from the rest of the stations in the Sierra Nevada. Specifically, we identified the date on which the median accumulation was 40% of the year’s total and the date on which the median accumulation was 60% of the year’s total. Any station that accumulated 100% of its annual total before the median reached 40% was presumed to have broken midseason and stopped recording. Likewise, any station that still had zero of its annual total on the date the median reached 60% was presumed to be broken during the first part of the water year and then repaired only in time to measure the last few snowfalls. In these cases, individual days were still included in the analysis, but that water year’s total for those stations was set to missing.

b. Determination of differences between gridded \( P \) and \( +\Delta \text{SWE} \)

Differences between the gridded datasets and observed snowfall were calculated in three ways: daily differences, water-year total differences, and event differences. Daily differences were calculated on all days with Sierra Nevada–wide median \( +\Delta \text{SWE} > 0 \), for all stations where gridded minimum daily temperature reached or fell below 0°C. This threshold will tend to bias the comparison toward having more precipitation in the gridded products relative to \( +\Delta \text{SWE} \) (see the discussion) and thus is conservative when evaluating underestimates of gridded precipitation. Statistics were calculated both for the median difference across all stations on a given day and for differences at all stations independently.

Water-year \( +\Delta \text{SWE} \) totals were summed at all stations that passed the quality-control metrics discussed above. For the gridded datasets, water-year totals were calculated both for all precipitation regardless of temperature and for only precipitation falling on days with \( T_{\text{min}} \leq 0°C \) (assumed snowfall days). For both sets of temperature criteria, statistics were calculated both for the median difference across all stations in a given water year and for differences at all stations independently.

We selected time periods to examine for synoptic weather patterns and storm dynamics based on snowfall event characteristics. To do this, we defined a snowfall event as a 5-day consecutive sum. This is slightly longer than the 3-day snowfall event used by Serreze et al. (2001) but is designed to minimize issues of misregistration (discrepancies in the exact time period a snow pillow reports the snow gain) and to better capture the largest events, which tend to last longer (O’Hara et al. 2009). To minimize issues of temperature and rain versus snow in the event statistics, we only considered those stations at elevations above 2500 m (42 stations total) in selecting our top events (all stations were used in all other comparisons.) For 1) total snowfall and 2) gridded precipitation minus observed snowfall, and for both datasets, we first calculated the running 5-day sum at each individual station (to minimize local time registration issues) and then took the median across all stations above 2500 m. All differences were in terms of absolute numbers and not percentages in order to prioritize events that would contribute more toward annual totals.

Once this collection of events was created, we selected event types to maximize two criteria: 1) most snowfall and 2) most underpredicted snowfall by each gridded dataset, both ranked by the stationwide median 5-day sums. We looked at the 40 top 5-day totals for each metric and grouped consecutive or overlapping periods into one event. We then calculated the total value across the grouped period and ranked the grouped events into the top 15 for each category. In addition, any event with an atmospheric river (AR) identified as making landfall in California on at least one of the event days was considered an AR event, based on satellite observations of long, narrow plumes of enhanced integrated water vapor [after 1998, Neiman et al. (2008)] or vertically integrated water vapor transport (IVT) greater than 250 kg m\(^{-1}\) s\(^{-1}\) in the North American Regional Reanalysis [NARR; Mesinger et al. 2006; before 1998, Rutz et al. (2014)].
c. Wind and synoptic analysis

Daily zonal and meridional 700-hPa winds were transformed into vectors and binned by originating direction (at 15° intervals). These bins were then weighted by the amount of precipitation (measured by gauges, measured by snowfall, or underpredicted by gridded datasets) to create wind-rose histograms of the predominant wind direction(s) contributing to total precipitation, total snowfall, or total gridded data underestimation.

Synoptic analysis was conducted by examining individual and composite maps of geopotential heights, winds, and IVT in the NARR (using plotting tools at www.esrl.noaa.gov/psd/cgi-bin/data/narr/plotday.pl) and by looking at NCEP Weather Prediction Center’s archived daily weather maps (available at www.wpc.ncep.noaa.gov/dailywxmap/) for each day of the top six largest snowfall events and of the six underpredicted events that appeared in the top 15 of both gridded datasets. The latter include the surface analysis of fronts, along with station data (including prior 24-h accumulated precipitation in inches), for 0700 EST, which were visually inspected and assessed qualitatively.

4. Results

a. Overall climatology and error statistics: Daily and water-year totals

On a daily basis over the 20-yr period, the gridded datasets perform reasonably well, with a median underprediction of 3 mm, and over half the snowfall values differing from observed by less than 8 mm for the daily median and by less than 12 mm for individual stations (Fig. 2, Table 2). (For reference, the resolution of both a precipitation gauge and a snow pillow is 1/100 in., or 0.25 mm.) The median observed snow accumulation on any day with snowfall is 9 mm, and so the percent differences relative to observed were also calculated each day for Sierra Nevada–wide median differences (Figs. 2b,d; Table 2). While the mode of the difference was zero for both datasets, the medians indicated slight underprediction (−1% for H10 and −4% for L13). Interquartile ranges were from −25% to +44% for H10 and from −37% to +31% for L13. Both distributions had long tails of percent overprediction, likely representing days when very little snowfall was observed but
when gridded precipitation (likely falling as rain rather than snow, despite $T_{\text{min}} \leq 0^\circ\text{C}$) was mapped across the state. Issues of temperature and rain versus snow are included in the discussion.

The time series of median differences (only considering days with recorded snowfall) were slightly yet significantly antiautocorrelated (correlation coefficient of $\approx 0.21$ for H10 and $-0.14$ for L13, both with $p$ values <0.001) at a lag of 1 day. We interpret this antiautocorrelation to mean that there may have been some issues with the exact day when snowfall was recorded at the pillow versus in the gridded dataset, and therefore, we also explore annual and event statistics to eliminate any errors caused by temporal misregistration. Lag correlations of daily errors at lags beyond 1 day appeared to be random and generally were not statistically significant.

Over half of median water-year totals fell within $\pm 10\%$ of observed for both the H10 and L13 datasets (Fig. 3, Table 2), and about 90% of years fell within $\pm 20\%$ of observed. The spread was over twice as large when all stations were considered individually, and the distribution shifted over 100 mm or about 20% toward a positive bias when precipitation falling at all temperatures was summed (Fig. 3, Table 2). Water-year precipitation totals were generally greater for the H10 dataset than the L13 dataset when all temperatures were considered, but totals were greater for the L13 dataset than the H10 dataset when only summing precipitation falling on days with $T_{\text{min}} \leq 0^\circ\text{C}$ (likely due to the steeper lapse rate and thus colder temperatures used in the L13 gridding).

Overestimation of grid precipitation versus observed snowfall may be because of issues with the grid’s temperature and/or with the methodology used to distinguish rain from snow, rather than with actual problems with gridded total precipitation. However, underestimation of grid precipitation versus observed snowfall can only occur when grid precipitation is underestimated. Therefore, we focus the remainder of the study on cases of underestimation. In the distribution of water-year differences, the most severe underestimation occurred in all datasets in water-year 2008, with a low bias of $\approx 10\%$ in both H10 and L13 when precipitation was summed across all temperatures and a low bias of $\approx 21\%$ (H10) and $\approx 12\%$ (L13) when only precipitation on days with $T_{\text{min}} \leq 0^\circ\text{C}$ were summed. In section 4e, we examine the most prominent underpredicted storm events and their associated synoptics to better understand the gridded dataset bias in 2008.

### b. Most significant underpredicted snowfall events

Of the top 15 most underpredicted events, six appeared in both the H10 and L13 datasets (Table 3). For these events, we considered the event total precipitation and $+\Delta$SWE totals for the period of overlap and calculated the percent of underrepresentation (Fig. 4a). For comparison, we calculated the same for the six largest events at the same high-elevation stations (Fig. 4b). Only one event (January 2005) appears in both the top six largest snowfall events and the six underpredicted events. In general, the gridded datasets under-estimated the median snowfall by 25%–50% (20–80 mm) in each of the underpredicted events, but tended to overestimate median snowfall by 10%–50% (15–90 mm) in the largest snowfall events. Overestimation may be due to an error in the gridded precipitation amount or to liquid precipitation not being measured by the snow pillows.

### Table 2. Summary error statistics for difference of gridded minus observed.

<table>
<thead>
<tr>
<th>Time</th>
<th>$T$</th>
<th>Sites</th>
<th>Dataset</th>
<th>Median (mm)</th>
<th>Median (% of observed)</th>
<th>Interquartile range (mm)</th>
<th>Interquartile range (% of observed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily</td>
<td>All days with $T_{\text{min}} \leq 0^\circ\text{C}$</td>
<td>Median across sites</td>
<td>H10</td>
<td>$-3$</td>
<td>$-1$</td>
<td>From $-6$ to $0$</td>
<td>From $-25$ to $44$</td>
</tr>
<tr>
<td>Daily</td>
<td>All days with $T_{\text{min}} \leq 0^\circ\text{C}$</td>
<td>All sites</td>
<td>L13</td>
<td>$-3$</td>
<td>$-4$</td>
<td>From $-8$ to $0$</td>
<td>From $-37$ to $31$</td>
</tr>
<tr>
<td>Water-year</td>
<td>All days with $T_{\text{min}} \leq 0^\circ\text{C}$</td>
<td>Median across sites</td>
<td>H10</td>
<td>$0$</td>
<td>$-3$</td>
<td>From $-65$ to $40$</td>
<td>From $-9$ to $3$</td>
</tr>
<tr>
<td>Water-year</td>
<td>All days with $T_{\text{min}} \leq 0^\circ\text{C}$</td>
<td>All sites</td>
<td>L13</td>
<td>$20$</td>
<td>$0$</td>
<td>From $-25$ to $110$</td>
<td>From $-5$ to $10$</td>
</tr>
<tr>
<td>Water-year</td>
<td>All $T$</td>
<td>Median across sites</td>
<td>H10</td>
<td>$-15$</td>
<td>$-$</td>
<td>From $-200$ to $146$</td>
<td>$-$</td>
</tr>
<tr>
<td>Water-year</td>
<td>All $T$</td>
<td>All sites</td>
<td>L13</td>
<td>$20$</td>
<td>$-$</td>
<td>From $-168$ to $214$</td>
<td>$-$</td>
</tr>
<tr>
<td>Water-year</td>
<td>All $T$</td>
<td>All sites</td>
<td>L13</td>
<td>$131$</td>
<td>$17$</td>
<td>From $90$ to $270$</td>
<td>From $10$ to $25$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>H10</td>
<td>$131$</td>
<td>$-$</td>
<td>From $-12$ to $416$</td>
<td>$-$</td>
</tr>
</tbody>
</table>
Gridded temperatures were on average 2°C cooler in the six underpredicted events (Fig. 4a) than in the six biggest events (Fig. 4b). Although mean temperatures were below freezing in all of the events, the maximum temperature for each event was typically above freezing. Therefore, mixed-phase precipitation cannot be discounted. While the gridded datasets differed from each other, they were closer to each other than to the snow observations in almost all cases (Fig. 4).

c. Wind patterns

To understand the dynamics associated with these underpredicted events, we look at precipitation gauge-, snowfall-, and underprediction-weighted wind distributions (Fig. 5), using the median value across all sites for each day, and only considering days when the median measured snowfall was positive. Most total precipitation and snowfall occur when winds come from the southwest (as has been well documented in the literature; e.g., Pandey et al. 1999). However, the solid precipitation measured by the snow pillows has a distinct shift in the distribution compared to precipitation measured by traditional rain gauges on the same set of days. In particular, precipitation gauges measure 79% of total precipitation when winds come from the southwest (180°–270°), compared to the snow pillows only recording 65% of total snowfall. Snow pillows more frequently record gains in SWE during northwest winds (270°–360°) than precipitation gauges do: 32% of the total snow accumulated on pillows during northwest winds, compared to 20% of total precipitation for gauges. While this effect may appear slight in the direct accumulation data, it becomes much more pronounced in cases of underprediction at snow pillow locations (Fig. 5): 46% (H10) and 49%
(L13) of total underprediction occurs during winds from the northwest, compared to 48% (H10) and 45% (L13) occurring when winds come from the southwest (Fig. 5). In contrast, the wind distribution of cases with over-prediction (not shown) looks identical to the precipitation gauge–weighted distribution.

These wind patterns illustrate that snow accumulation sometimes occurs when synoptic winds come from the northwest, but that relatively little gauge-based precipitation is measured during this time. This pattern leads to significant underprediction of precipitation falling at snow pillow locations by the gridded datasets (which are only based on precipitation gauge data) during these conditions. This problem can be better understood by looking at spatial patterns of precipitation gauge and snowfall measurements together, both in terms of absolute and relative values (Fig. 6). Much more total precipitation falls during southwest winds than northwest winds (Figs. 6a,b), and as such, these events dominate long-term spatial patterns, which climatologies such as PRISM are trained to match. While northwest-wind precipitation events produce less of the total precipitation, this effect is more pronounced at lower elevations than upper elevations. In other words, at many times, precipitation only occurs at higher elevations (with none recorded at lower elevations). Even when the median snowfall was greater than 0 mm, the median measured precipitation across 42 stations at elevations less than 200 m was 0 mm on 51% of days with southwest winds and 88% of days with northwest winds. These low-elevation stations are treated as a low-elevation precipitation index and used as the denominator in all plotted ratios in Figs. 6c and 6d. Only considering days with both measurable median snowfall and low-elevation precipitation, much more dramatic relative ratios occur during northwest winds (up to six times more mountain than valley precipitation; Fig. 6c) than southwest winds (approximately 2–3 times more mountain than valley precipitation; Fig. 6d). These ratios are likely due as much to the denominator of the ratio being small (very little valley precipitation) as to greater orographic enhancement processes (see the discussion). The basic

<table>
<thead>
<tr>
<th>Dates underpredicted by H10</th>
<th>Median total period underprediction (observed − H10 grid) (mm)</th>
<th>Dates underpredicted by L13</th>
<th>Median total period underprediction (observed − L13 grid) (mm)</th>
<th>Largest snowfall dates</th>
<th>Median total gain at sites above 2500-m elevation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>From 23 Jan to 2 Feb 2008&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>66</td>
<td>From 21 Dec 2003 to 5 Jan 2004&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>84</td>
<td>From 28 Dec 2005 to 4 Jan 2006&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>232</td>
</tr>
<tr>
<td>19–26 Feb 2008&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>50</td>
<td>From 27 Dec 2004 to 12 Jan 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>59</td>
<td>5–12 Jan 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>217</td>
</tr>
<tr>
<td>From 21 Feb to 1 Mar 2007&lt;sup&gt;*&lt;/sup&gt;</td>
<td>49</td>
<td>4–8 Jan 2008&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>42</td>
<td>16–23 Feb 1996&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>194</td>
</tr>
<tr>
<td>From 28 Dec 2003 to 5 Jan 2004&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>44</td>
<td>18–24 Jan 2010&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>40</td>
<td>From 27 Feb to 5 Mar 1991&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>184</td>
</tr>
<tr>
<td>From 27 Feb to 6 Mar 2009&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>37</td>
<td>From 28 Nov to 6 Dec 2001&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>39</td>
<td>21–26 Jan 1999&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>170</td>
</tr>
<tr>
<td>From 27 Nov to 5 Dec 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>35</td>
<td>27–31 Jan 2008&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>39</td>
<td>6–12 Jan 1993&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>166</td>
</tr>
<tr>
<td>21–28 Jan 1999&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>33</td>
<td>13–17 Feb 2000&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>33</td>
<td>1–8 Jan 2008&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>166</td>
</tr>
<tr>
<td>2–6 Mar 2006&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>32</td>
<td>1–5 Dec 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>33</td>
<td>9–14 Feb 2000&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>162</td>
</tr>
<tr>
<td>19–23 Feb 1996&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>30</td>
<td>16–20 Dec 2002&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>33</td>
<td>5–11 Nov 2002&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>158</td>
</tr>
<tr>
<td>22–26 Feb 2010&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>29</td>
<td>4–8 Mar 1996&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>33</td>
<td>7–13 Mar 1999&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>157</td>
</tr>
<tr>
<td>18–23 Mar 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>28</td>
<td>10–14 Jan 1995&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>33</td>
<td>From 27 Dec 2004 to 1 Jan 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>156</td>
</tr>
<tr>
<td>21–25 Jan 2009&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>26</td>
<td>6–10 Mar 2002&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>33</td>
<td>13–18 Dec 2002&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>155</td>
</tr>
<tr>
<td>5–12 Jan 2005&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>26</td>
<td>From 24 Feb to 1 Mar 2004&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>29</td>
<td>8–12 Dec 1996&lt;sup&gt;RBAR&lt;/sup&gt;</td>
<td>142</td>
</tr>
<tr>
<td>2–6 Apr 2010&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>25</td>
<td>1–6 Mar 2009&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>29</td>
<td>2–6 Feb 1998&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>137</td>
</tr>
<tr>
<td>11–15 Jan 2010&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>12</td>
<td>3–7 Mar 2006&lt;sup&gt;AR&lt;/sup&gt;</td>
<td>26</td>
<td>18–22 Feb 1993&lt;sup&gt;**&lt;/sup&gt;</td>
<td>134</td>
</tr>
</tbody>
</table>

<sup>*</sup> The 2007 event underpredicted by H10 appears associated with in situ sensor failure, as zero gridded precipitation occurred for a large Sierra Nevada region for the event.

<sup>**</sup> Non-plume-like blob of moisture approaching from the south.
methodology employed by both the H10 and L13 data-
sets uses the typical PRISM ratios (close to those shown
in Fig. 6d) to predict precipitation at high elevation from
low-elevation gauges, resulting in greater errors when
conditions match those associated with northwest winds
(Fig. 6c, also evident in Fig. 5).

d. Synoptics of underpredicted events

To better place these wind-related patterns into a
synoptic context, we examined daily synoptic weather
maps (see section 3c) for the top six underpredicted
events that appeared in both datasets (Fig. 4) and for the
top six largest snowfall events (Table 3), paying partic-
ular attention to large events that were not subject to
underprediction. Distinct patterns emerged (Figs. 7, 8).
Both the largest snowfall events and the most under-
estimated snowfall events were associated with storms
with clear frontal signatures and with landfalling atmos-
pheric rivers located in the warm sector of the storm
(Figs. 7, 8; Table 3). Aside from stronger IVT in the
largest snowfall events (as would be expected given their
greater total snowfall amounts), the biggest differences
were the storm movement and progression, which influenced the relative amount of time the California Sierra Nevada spent under the influence of the warm sector of the storm (moist conditions and winds from the southwest) as opposed to the cold sector of the storm (less moist conditions and winds from the northwest). Kingsmill et al. (2006) discuss in more detail the characteristics of these different storm sectors in California.

In a typical underpredicted storm event, the AR makes landfall in association with a 500-hPa low-pressure axis close to the coast (Fig. 7a), which taps into cool, moist air from the northwest in addition to warm, moist air from the southwest (Fig. 7e). The entire system tracks inland (Fig. 8a), generally moving across Nevada and/or Utah. The Sierra Nevada spends limited time in the warm sector but significantly more time in the cold sector (post–cold front), and northwest flow is evident both aloft (Fig. 7b) and in the integrated water vapor flux (Fig. 7f) on the last day of the event.

For comparison, in a storm with heavy snowfall that was better predicted by the gridded datasets, the low-pressure trough on the day of AR landfall is much broader, with an axis farther west of the coast (Fig. 7c), and moisture transport is uniformly from the southwest (Fig. 7g) with no northwest contribution. The surface low tracks north of California (Fig. 8b). In this situation, the Sierra Nevada is subjected to pre-warm-frontal warm sector, and pre-cold-frontal precipitation but spends limited time in the cold sector because of the tracking of the overall system (as the dashed red arrow in Fig. 8b shows). On the last day of the storm, the upper-level flow is westerly (Fig. 7d), and water vapor flux is still from the southwest (Fig. 7h). These results, both the synoptic situation and enhanced orographic ratios observed during northwest winds, have similarities to previously documented changes in Sierra Nevada orographic enhancement (Dettinger et al. 2004), and our explanation as well as theirs for why this occurs is included in the discussion.

e. Contribution of underpredicted events to water-year totals

Unlike in heavy rainfall (which can lead to flooding), one underpredicted snow storm may not impact state water resource management so long as subsequent storms and compensatory errors “erase” the error over the course of an entire water year, leading to accurate seasonal runoff prediction. While median statistics for all days and locations with $T_{\text{min}} \leq 0^\circ C$ (Table 2; Figs. 2, 3) suggest that the gridded datasets are unbiased estimators, in some years, about 20% bias remains (Fig. 3). One of the top six underpredicted events in both datasets occurred in water-year 2008 (Fig. 4), and other 2008 storms appeared independently in the top six of each of the H10 and L13 datasets (Table 3). Over the course of the entire water year, 2008 had more total snowfall occurring during northwest winds than was typical for the entire 20-yr period. 44% (Fig. 9a) compared to 32% (Fig. 5). Water-year 2008 received a median observed snowfall of 782 mm. In the median, the gridded datasets both differed from this by $-76$ mm ($-10\%$) when all precipitation was considered (Fig. 9b) and by $-161$ mm ($-21\%$) and $-96$ mm ($-12\%$) for H10 and L13, respectively, when summing only gridded precipitation on days with $T_{\text{min}} \leq 0^\circ C$ (Fig. 9c). When considering individual stations and the $T_{\text{min}} \leq 0^\circ C$ criteria, 44 (46%) and 36 (38%) of 95 working stations had worse than $-20\%$ annual underprediction for H10 and L13, respectively (Fig. 9). While there were site-specific variations, the overall pattern was regionally coherent, indicating Sierra Nevada–wide annual underprediction (Figs. 9d–f), with multiple sites exhibiting 20%–60% underprediction. As shown in Fig. 3, less than 10% of all 20 examined water years had median water-year total precipitation underprediction of this magnitude.

5. Discussion

Using CADWR daily snow pillow–measured SWE data as an evaluation tool for gridded precipitation products, we
find that, although the majority of errors are small, specific synoptic events can lead to statewide underprediction of high-elevation precipitation, and this can lead to −20% statewide, water-year total biases in some years. Here we expand on the ideas presented in the results by 1) addressing issues of undercatch; 2) discussing why northwest winds and more time spent in the cold sector of low-pressure systems lead to underprediction; 3) explaining why these events lead to water-year total biases in California despite their relatively low contribution to total precipitation; and 4) highlighting the pros and cons of using snow pillow measurements as a daily precipitation evaluation tool, with particular attention to issues of temperature and rain versus snow.

### a. Undercatch issues

Because the information to accurately model undercatch is complex and not available for most gauge
Fig. 7. Composite maps of (a)–(d) 500-hPa geopotential height and (e)–(h) IVT from NARR for a composite of daily average values from (a),(e) dates of AR landfall and (b),(f) the last date listed in the six most underestimated events (shown in Fig. 4a); and (c),(g) dates of AR landfall and (d),(h) the last date listed in five of the largest snowfall events (shown in Fig. 4b), excluding the 5–12 Jan 2005 event, which was underestimated. Dates for (a) and (e) are 2 Jan 2004, 8 Jan 2005, 2 Dec 2005, 5 Mar 2006, 26 Jan 2008, and 2 Mar 2009. (Note that the dates of overlap for the 26 Jan 2008 event in Fig. 4a start on 27 Jan 2008, but the AR made landfall the day before.) Dates for (b) and (f) are 5 Jan 2004, 12 Jan 2005, 5 Dec 2005, 6 Mar 2006, 31 Jan 2008, and 6 Mar 2009. Dates for (c) and (g) are 3 Mar 1991, 9 Jan 1995, 19 Feb 1996, 25 Jan 1997, and 2 Jan 2006. In cases where events had multiple AR landfalls, the one with the greatest water vapor transport was selected. Dates for (d) and (h) are 5 Mar 1991, 12 Jan 1995, 23 Feb 1996, 26 Jan 1997, and 4 Jan 2006. Imagery provided with assistance from the NOAA/ESRL/Physical Science Division, Boulder, Colorado (www.esrl.noaa.gov/psd/).
locations, PRISM and the gridded datasets derived from it deliberately do not include an adjustment for precipitation gauge undercatch (M02). Undercatch can be significant (20%–50%) for snowfall, with errors generally increasing with wind speed (Goodison et al. 1998; Yang et al. 2005; Rasmussen et al. 2012). While this would lead us to expect precipitation underestimates in snow-dominated areas, there was no evidence that the most underpredicted events were associated with higher wind speeds or greater-than-usual undercatch issues. In fact, the upper quartiles of days underpredicted by the H10 and L13 datasets had smaller 700-hPa wind speeds than the upper quartiles of precipitation and snowfall events in general. One possible explanation is that Sierra Nevada snowfall tends to be warm and wet, which leads to higher catch efficiencies than typically observed in regions of colder and drier snow (Thériault et al. 2012). Another explanation is that the incorporation of snow pillow and course records in the PRISM climatology (Daly 2013; C. Daly 2015, personal communication) removed any consistent undercatch bias that would be detectable by snow pillows.

b. Explanations for synoptic patterns related to snowfall underprediction

Dettinger et al. (2004) looked at pairs of precipitation gauges in the central Sierra Nevada (near Lake Tahoe and Yosemite) and concluded that greater orographic enhancement (as defined by ratios of high- to low-elevation station precipitation) occurred on days with less southerly and more westerly winds, particularly in association with post-cold-frontal precipitation (their Fig. 9). They explained this as caused by the more westerly (cold sector) storms being more precisely perpendicular to the central Sierra Nevada topography, thereby causing maximum uplift. However, our results show that the pattern holds true across the entire Sierra Nevada (Fig. 6), which in general is more perpendicular to southwesterly flow and should therefore experience maximum uplift during the warm sector of the storm. For this reason, we prefer an explanation related to the different storm components [Houze (2012), his Fig. 26]. In the Houze (2012) literature review, multiple papers highlight drier, yet more turbulent, air and convective clouds associated with post-cold-frontal precipitation. We hypothesize that these convective clouds continue to produce snowfall in association with orographic uplift at higher elevations but do not generally produce precipitation in the Central Valley of California. This idea is supported by median low-elevation precipitation measurements of 0 mm during 88% of northwest-wind events with median snowfall measurements greater than zero. This could be due to the drier postfrontal air leading to a higher cloud base, such that precipitation may be evaporating or sublimating before it reaches the ground at lower elevations. Alternatively, or acting at the same time, the Sierra Barrier Jet (Neiman et al. 2010) often breaks down after the cold front’s passage. Because the Sierra Barrier Jet generally acts to enhance uplift and precipitation over the valley upstream of the mountains, its disappearance likely decreases low-elevation precipitation relative to what is happening at higher elevations. In these situations, the low-elevation sites do not represent the high-elevation precipitation, and the statistical gridding methodology breaks down. Because the cold sector precipitation is generally a small fraction of storm totals, these errors can be neglected in many cases, but not all, as evidenced by the top six underpredicted events and by water-year 2008.

Fig. 8. Schematic of typical synoptic situations for (a) an event that is subject to severe underestimation of snowfall by gridded precipitation datasets and (b) a large snowfall event that is not subject to underestimation by gridded precipitation datasets.
c. Why California is particularly susceptible to water-year total precipitation errors

In California’s Mediterranean climate, most precipitation falls between October and May. The Sierra Nevada averages ~10 snowstorms annually, but often one exceptionally large snowstorm makes up much of the annual total (O’Hara et al. 2009). Winter storms arrive from the Pacific Ocean, with the heaviest storms associated with narrow southwesterly streams of moisture, termed atmospheric rivers (Neiman et al. 2008; Ralph and Dettinger 2011). These events often contribute over 30% of the annual SWE (Guan et al. 2010, 2013). Based on SNOTEL data across the western United States, Serreze et al. (2001) found that the mean 3-day (72 h) largest event typically accounts for 10%–23% of the water content in total annual snowfall. Because the CADWR stations are in a separate network, Serreze et al. (2001) did not include them in their analysis, but the impact of the largest event, or just a few events, on California total snowfall is among the largest observed across the western United States. In the median across the 20 years we examined, over 50% of annual snowfall occurred in only 6–14 days (station median 10 days), the largest 3-day event provided 9%–25% (median 15%) of annual snowfall, and the largest 5-day event provided 12%–29% (median 19%) of annual snowfall (Fig. 10). Stations at lower elevations and toward the southern end of the Sierra Nevada had fewer days make up larger fractions of their annual totals (Fig. 10). Thus, because of the climatology of California, annual snowfall generally has a very small sample size of storms, and underestimating a single storm (or multiple storms, as occurred in 2008) can lead to significant total water-year biases.

d. Snow pillow measurements as evaluation tools and complications due to temperature and rain versus snow

Measurements from networks of snow pillows in the western United States comprise a widely available and practical source of information for evaluation of gridded precipitation datasets. Because pillows measure snow accumulation more accurately than precipitation gauges, they complement analyses based on gauges alone. For example, Pan et al. (2003) found that, on average, NLDAS precipitation was less than half of precipitation...
observed at SNOTEL sites and that a hydrologic model forced with locally observed precipitation simulated snow accumulation and melt well, whereas one forced with the original gridded precipitation was biased low by over 50%, suggesting that most of the error in snow modeling arose from precipitation biases. This study led to key improvements in NLDAS, version 2, and to the dynamic NLDAS product (Cosgrove et al. 2003), which increased modeled precipitation at high elevations. However, to our knowledge, the new product has not been evaluated with data from snow pillows.

Our study focuses on gridded precipitation and particularly addresses events when gridded precipitation underpredicts observations at high elevations. However, the use of snow pillow measurements for evaluation forces us to consider uncertainty in both gridded fields of air temperature and in the methodology for distinguishing snowfall from rainfall. In cases where and when gridded precipitation is less than measured increases in SWE, we can identify an error in gridded total precipitation. However, any case when and where gridded total precipitation exceeds the measured snow increase may be due to a precipitation overestimate or to rainfall that was not measured by the snow pillow. When we try to isolate gridded snowfall from rainfall, results are subject to errors in the gridded temperature field or to errors in the temperature-based techniques used to distinguish rainfall from snowfall. In particular, both rainfall and snowfall often occur within the same day in the Sierra Nevada [see Lundquist et al. (2008) for a discussion of melting level], and multiple methodologies exist to estimate hourly temperatures from $T_{\text{max}}$ and $T_{\text{min}}$ (e.g., Waichler and Wigmosta 2003) and to distinguish fractions of rain and snow as a function of air temperature (e.g., U.S. Army Corps of Engineers 1956; Lundquist et al. 2008) or wet-bulb temperature (e.g., Marks et al. 2013). The simple method used here (to only consider precipitation on days when $T_{\text{min}} \leq 0^\circ\text{C}$) is likely to overestimate the fraction of total precipitation falling as snow, because $T_{\text{max}}$ may be well above the melting temperature. Thus, the good (unbiased) match between gridded precipitation when $T_{\text{min}} \leq 0^\circ\text{C}$ and measured snow accumulation may, in reality, result from multiple errors making a right: for example, total precipitation may be underpredicted, as we would expect because of gauge undercatch, but the fraction of the total occurring as snow may be overpredicted, resulting in no net bias. This balance may also be influenced by overall storm temperatures, where warmer events are more likely to make snow pillow measurements underestimate total precipitation (due to rainfall at higher elevations) and colder events are more likely to make COOP gauge measurements underestimate total precipitation (due to undercatch of snowfall at lower elevations).

Differences between the H10 and L13 datasets when using local gridded $T_{\text{min}} \leq 0^\circ\text{C}$ as a snowfall cutoff also arise because of how the datasets grid temperature. L13 uses a steeper lapse rate ($-6.5^\circ\text{C}/\text{km}$) than H10 (PRISM based) in most areas, which results in more locations and days meeting the $T_{\text{min}} \leq 0^\circ\text{C}$ criteria for L13. This explains why, despite the overall precipitation (water-year totals for all temperatures) being larger for H10 than L13, this pattern reversed when only summing days and locations with $T_{\text{min}} \leq 0^\circ\text{C}$ (Table 2). While a full analysis of combined temperature and precipitation errors is beyond the scope of this study, these issues highlight the challenges associated with relating errors in snow accumulation modeled using these datasets directly to errors in the datasets themselves. Here, we are only certain of errors related to underestimation of gridcell snowfall.
6. Conclusions

Gridded precipitation datasets incorporate nearly all available measurements of precipitation, and so their fidelity is hard to quantify even though it is often suspect in regions of complex terrain, where relatively few measurements are available. Here we evaluated two high-resolution (1/16° and daily) long-term datasets available over the continental United States (H10; L13) against daily snow pillow measurements of snow accumulation (+SWE) at over 100 snow pillows across the Sierra Nevada, California, for the period 1990–2010. In general, over the entire period, the gridded datasets performed reasonably well, with over 50% of median errors on individual days falling between −37% and 44% and water-year total errors within ±10% (Table 2). However, errors in individual storm events sometimes exceeded 50% for the median difference across all stations, and in some years, these underpredicted storms led to 20% error in water-year total median statewide snowfall (e.g., water-year 2008, Fig. 9). Underprediction by the gridded datasets was associated with large-scale 700-hPa winds from the northwest and precipitation occurring during the cold sector of a frontal system. In these events, precipitation tends to be convective and less spatially organized than in the warm sector, such that much more precipitation occurs at higher elevations than in the low-elevation valleys, where most precipitation gauges are located. Because these events, in general, produce much less total precipitation than is produced during southwesterly flow through the warm sector of a storm, they are not well represented in long-term spatial climatology, as employed by PRISM gridding techniques. However, using the information presented in this study, they can be identified and flagged as periods likely to result in larger-than-usual errors, suggesting that snow pillow measurements could be used to supplement rain-gauge-based precipitation observations during such storms.

While the results presented here are specific to California, the basic principles could be applied to any mountain region. In general, precipitation accumulating at gauge-sparse regions (e.g., higher elevations) under conditions different from the climatologically predominant storm configuration is likely to not be well represented in gridded datasets. Precipitation accumulation during climatologically unusual conditions could be better represented by using a set of spatial pattern maps, each trained to a specific synoptic situation, rather than one PRISM climatology. In addition, high-resolution numerical weather models could be used to evaluate the spatial distribution of precipitation to further inform interpolation procedures. In principle, these practices could be incorporated into short-term and seasonal forecasting, as well as improve the representativeness of gridded datasets for understanding longer-term trends.
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