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1. Introduction 
 

Miniaturization trends in electronic, mechanical, 
optical, and biomedical devices have brought the nanoscale 
to the forefront of the engineering design arena. In systems 
reduced to nanoscopic dimensions, bulk statistical averaging 
and continuum models are jeopardized. Interfacial 
constraints lead to bulk-deviating molecular dynamics; 
material and transport properties are altered. Engineering 
efforts must work within these constraints, or yet, utilize the 
constraints as design opportunities. Today’s challenge lies 
in obtaining convenient access to the molecular mobility, 
using novel approaches, such as real-space scanning probe 
techniques.  With this, we can begin to optimize molecular 
designs based on the critical lengths that are set by 
nanotechnological device applications.   

Polymers and functionalized macromolecules belong to 
a class of materials that are particularly well suited for 
bottom-up, molecular design approaches. In solid state form, 
one of the foremost important phenomena is thus the glass 
transition, as it dictates the material’s properties, particularly 
its transport properties. The glass transition is rooted in the 
underlying molecular mobility, which itself, is strongly 
influenced by nanoscopic constraints [1]. In this chapter, we 
focus on recent scanning probe microscopy (SPM) 
developments that address issues related to the glass 
transition in confined polymer systems. Particular 
emphasize is given to the local probing of molecular 
dynamics near the glass transition, the influence of finite 
size constraints on these dynamics, and the impact of the 
molecular mobility on current nanotechnological 
developments in polymer thin films. 

We discuss the frictional dissipation in SPM with 
respect to the availability of particular molecular 
relaxations. In polymer melts near the glass transition, 
nanoscopic friction reveals a highly cooperative dissipation 
phenomena. This phenomena is known in the open literature 
as the heterogeneous dynamics of glass formers. It 
introduces a critical length scale, over which collective 
molecular motion occurs, i.e. the size of a cooperatively 
rearranging region (CRR). In the bulk, this dimension 
ranges from a collection of monomeric segments on the 
subnanometer scale to tens of nanometers, involving several 
molecules [2].  The large size of the CRRs will lead our 
discussion towards the impact of dimensional constraints in 
thin films systems.  With shear modulated force microscopy 
(SM-FM) and friction force microscopy (FFM) techniques, 
we address the molecular restructuring and material 
anisotropy due to interfacial constraints; which can lead to 
plasticization near interfaces in polydisperse and 
heterogeneous systems, and modified dewetting kinetics and 
instabilities in thin film systems. 

Having addressed the impact of nanoscopic constraints 
on local molecular mobility, we return to current 
technological challenges in nano-electromechanical systems 
(NEMS). We explore how the contact mechanics in the thin 
films used for terabit data storage [3] are compounded by: 
(i) high strain rate, nano-impact conditions, (ii) the 

proximity of the underlying substrate, and (iii) material 
anisotropy near the interface. We highlight one issue related 
to this NEMS application, namely, strain shielding and 
confined plasticity at the polymer-substrate interface, which 
leads to undesired rim formation during thermomechanical 
recording. But first, we begin with a brief review of the 
glass transition and molecular mobility, followed by an 
introduction to macromolecular probing techniques 
involving SPM. 

 
 

2. The Glass Transition and Molecular 
Mobility 

 
Describing material behavior in terms of transport 

properties requires, in addition to the structural properties, 
knowledge of kinetic properties such as molecular mobility. 
Particularly for condensed, amorphous systems like 
polymers, accessing molecular mobility is essential. 
Paramount to any discussion of molecular mobility is the 
glass transition. By definition, the glass transition is the 
reversible change in an amorphous material (e.g. 
polystyrene) or in amorphous regions of a partially 
crystalline material (e.g. polyethylene), between a viscous 
or rubbery condition and a hard, relatively brittle one [4]. 
The temperature at which the transition occurs is defined as 
the glass transition temperature, Tg.  

The term glass transition is used in the materials 
community pervasively, implying that it describes a well-
understood material phenomena. Tg is frequently treated as 
a material property. However, similar to other 
phenomenological properties, such as friction, a large 
ambiguity exists. The problem in describing the glass 
transition, or reporting the transition temperature 
unambiguously arises from: diverging instrumental 
observables; critical parameters, such as measurement rates 
or areas; and sample preparation techniques that generate 
material anisotropy. The differences arising from these 
issues has lead to various interpretations and diverging 
theoretical models. For example, in the discussion that 
follows, we will differentiate various aspects of 
thermodynamic versus kinetic approaches to the glass 
transition. 

The definition of the glass transition offered above 
depends on one’s perception of the terms solid and liquid. 
Materials may be classified as solids and liquids by either 
considering their rheological response, or by analyzing the 
thermodynamic phase of the system. A rheological material 
description is concerned about stress-strain and stress-strain-
rate relationships. A solid like behavior exhibits a 
rheological behavior characterized by a purely stress-strain 
relationship. Conversely, a liquid like behavior is a purely 
stress versus strain-rate dependent process, which cannot be 
described with a stress-strain relationship. Any real material 
will exhibit various degrees of both behaviors, depending on 
the intrinsic mobility and on the extrinsic stress and stress 
rate.  
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From the thermodynamic perspective of free energy 
changes between equilibrium states, one may identify the 
solid-liquid phase transition by a discontinuity in the first 
partial derivatives of the Gibbs free energy, G, with respect 
to the relevant state variable (e.g., temperature, T, and 
pressure, P), as illustrated for the volume-temperature plot 
in Fig. 1.  

 

 
 
Figure 1.  Volume discontinuity at the first order 
thermodynamic transition between a liquid and solid 
(Tm = melting temperature). 

 
 
Discontinuities, as expressed in the first partial derivatives 
of the Gibbs free energy are found in the temperature 
relationships of the volume, V; entropy, S; and enthalpy, H, 
as describe in 
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Mesophases between solid and liquid phases that are 

found in polymeric systems include the states of a glass and 
a melt. The glass state is known to exist also for many non-
polymeric materials. From a structural viewpoint, a solid 
can be either crystalline, amorphous (unstructured) or 
partially amorphous-crystalline. A glass is an amorphous 
solid and can exhibit both solid- or liquid-like behaviors. 
The melt behaves rheologically liquid-like; yet, exhibits 
short-range order that is similar to the amorphous solid, but 
absent in perfect liquids. The melt state compared the 
corresponding glass-state shows the same structure, but 
exhibits large amplitude molecular motions, such as 
translational, rotational, and conformational motions. The 
large amplitude motions generally operate on the 
picosecond (10-12 s) time-scale. Around the glass transition 
temperature, the time-scale of this large amplitude motion is 
slowed to milliseconds or even seconds [5].  

Empirically it has been found that for many glasses 
with mobile units the size of one to six atoms, called beads, 
the heat capacity increases "abruptly" by about 
11 J(mol K)-1

 at the glass transition temperature [5]. 
Discontinuity in the heat capacity is known to exist and can 
be caused by second-order transitions. Second order 
transitions are considered as order-disorder transitions, and 
express a continuous behavior of the free energy and its 
partial derivatives, and a discontinuous behavior for the 

second partial derivative with respect to the relevant state 
variable. Hence there are no discontinuities in S, V or H at 
the glass transition temperature, but the discontinuities lie in 
the heat capacity, Cp, the isothermal compressibility, κ, and 
the coefficient of thermal expansion, α: 
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First and second order transitions are illustrated in 

Fig. 2. If compared to property changes in glasses around 
the glass transition temperature, one finds some similarity 
between the glass transition and the second order transition. 
There are however significant differences. Cp, κ and α 
values are always smaller and nearly constant below Tg 
compared to the values above Tg. This is in contrast to the 
second-order transition. A more disturbing finding is that Tg 
measurements are highly heating/cooling rate dependent, 
which does not occur for a "true" second-order transition 
[6]. 

 

 
 

Figure 2.  The nature of material property changes at 
Tg compared to those of 1st and 2nd order 
thermodynamic transitions. 

 
 

Based on the similarity of the glass transition with a 
second order thermodynamic transition, the Ehrenfest 
approach may be applied [6]. Equilibrium criteria requires 
Gglass = Gmelt, and the analogous form of the Clausius–
Clapeyron equation is: 
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It follows for a second order phase transition 
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However for most polymers, the change of Tg with pressure 
has been found to be [7]: 
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suggesting that the glass transition is not a true second order 
thermodynamic transition. 

Recognizing the thermal and loading rate 
dependencies of the glass transition process, the glassy state 
can be described as a non-equilibrium state. This approach 
requires, in addition to the state variables, an internal order 
parameter. In other words, from the concept of an order-
disorder transition, where the glass is the ordered state, the 
internal order parameter describes the departure from 
equilibrium conditions. Fox and Flory suggest that the 
appropriate order parameter is the free volume [6]. The free 
volume, Vf, is defined as the void space within the polymer 
phase that is not occupied by the molecules themselves, and 
may be quantified by the difference between the total 
volume, V, and the molecular volume, Vm. The molar 
volume is the sum of the hypothetical volume in a void free 
melt at absolute zero and the volume expanded due to 
thermal vibrations. The relation for the free volume is then: 

 
  

( )[ ]1−−∆+= gmf TTVVV α  (6) 

 
Just below Tg, the molecular mobility is so drastically 

reduced that a non-equilibrium state would become 
effectively frozen, suggesting a constant free volume below 
Tg. From Fig. 2, it is seen that ∆α=0, and with V and Vm 
exhibiting the same temperature dependence, Vf becomes 
constant, see Fig. 3.  

 

 
 
Figure 3.  Free volume, Vf, with respect to temperature. 

In the melt state between the glass and liquid states, i.e. 
for temperatures between Tg and the melting temperature, 
Tm, the material can be treated as a supercooled fluid. 
Building from Eyring's model for supercooled liquids [8], 
the viscosity may be expressed in the form of: 
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with ∆Ga as the height of free energy barrier to be crossed 
by Eyring's jump, the Boltzmann constant kb, the activation 
volume of the stress, σ, deformation va (assume vaσ << kT), 
and a constant CE. With decreasing temperature, i.e. 
T → Tg, the Arrhenius behavior breaks down, and the 
viscosity is represented by a power law, or by the empirical 
Williams-Lendel-Ferry (WLF) relationship [9]: 
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where T→Tg from above; and the constants c1 and c2 are 
defined as: 
 
 )303.2(1 gf Bc =  (8b) 

 fgfc α=2  (8c) 
 
where B is a constant taken as unity according to Doolittle 
[6], fg is the fractional free volume, Vf / V, in the glass 
transition region, and αf is the coefficient of thermal 
expansion of the free volume. The apparent activation 
energy, EA, associated with this kinetic model becomes 
[10]: 
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with T ≥ Tg, TR is a reference temperature, and R is the gas 
constant. At T = Tg, the activation energy takes the form 
[10]: 
 
    2

21  )( 303.2 gA TccRE −=  (10) 
 

Comparing the above theories one finds that the free 
volume model presumes that the entire motion of atoms 
results only from the distribution of free volume without 
crossing the energy barrier. Conversely in the kinetic model, 
one assumes that the atomic motions are the consequence of 
a co-operative rearrangement of an assembly of structural 
units under the effect of thermal fluctuations, which allow 
the jump over the energy barrier separating the initial and 
final configurations. It has been very difficult to 
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experimentally establish a preference for either of the two 
theories. We will show in Section 4, that scanning probe 
microscopy (SPM) measurements in polymer systems favor 
the kinetic interpretation of the glass transition. However, 
we will first introduce in the following section, two 
scanning probe techniques that are especially well suited for 
the necessary thermorheological studies. 

 
 

3. Macromolecular Probing Techniques 
 

A diverse array of instrumental techniques are 
employed for glass transition studies. The most classical 
methods for obtaining Tg are calorimetric measurements 
(differential scanning calorimetry, DSC) that record the 
specific heat capacity as a function of the temperature, 
Cp(T) [11]. Other methods involve dilatometric 
measurements for the determination of the specific volume, 
mechanical property measurements (thermomechanical 
analysis, TMA, and dynamic mechanical analysis, DMA), 
and dielectric measurements [4]. Near-edge X-ray 
absorption fine structure (NEXAFS) spectroscopy[12], 
x-rays diffraction [13], slow-positron-annihilation 
spectroscopy (SPAP) [14, 15], brillouin light scattering 
(BLS) [16, 17], photon correlation spectroscopy and quartz 
crystal microbalance techniques [18], spectroscopic 
ellipsometry (SE) [19], attenuated total reflection (ATR) 
[20], and scanning probe microscopy (SPM) [21-27] have 
all been employed to determine Tg for thin polymer films.  

Compared to most spectroscopic and scattering 
techniques, SPM techniques benefit from the real space 
molecular sensitivity of a nanoscopic probe. The SPM 
cantilever tip can be operated in any number of creative 
approaches for probing nanospace. Two SPM methods that 
have proved useful in polymer relaxation dynamics and 
glass transition studies are shear modulated force 
microscopy (SM-FM) and friction force microscopy (FFM). 
Both of these techniques are concerned with the application 
and measurement of lateral forces, and may be classified 
more generally under lateral force microscopy (LFM). 
Before we proceed with the experimental details of these 
techniques, we will first lay a theoretical foundation for the 
underlying contact mechanics and discuss appropriate LFM 
calibration methods. 

 
 

3.1 Static Contacts 
 
Contact between two smooth elastic surfaces was first 

investigated by Hertz, who proposed a simple model, where 
both the size and shape of contact followed from the elastic 
properties of the bodies. This model was later extended by 
two models, Derjaguin-Muller-Toporov (DMT) [28] and 
Johnson-Kendall-Roberts (JKR) [29], to account also for 
adhesion. While in the DMT model the adhesion was 
considered outside the contact, the JKR model restricted the 
adhesion to the contact zone. Thus, the force acting between 
the two spheres, composed of both the adhesive and loading 

forces, is different depending on the model chosen. The 
“pull-off force”, Fadh, i.e. the critical negative load, at which 
two surfaces of combined radii � suddenly break apart, is 
proportionally related to the work of adhesion ∆ γ. The 
proportionality factor is -1.5πR and -2πR in the JKR or 
DMT limit, respectively.  

The apparent discrepancy between the two models was 
resolved by David Tabor (1977),[30] who suggested a 
correction parameter, referred to as the Tabor Coefficient 
µT, which compares the adhesive interaction strength with 
the intrinsic deformation properties (i.e., modulus) of the 
materials. Greenwood and Johnson suggested a Tabor 
coefficient of the form [31]: 
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where σo is the maximum adhesive stress and the reduced 
modulus, E*, defined as: 
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where Ei and νi are the corresponding Young’s modulus and 
the Poisson ratio, respectively. A similar relationship was 
introduced by Maugis [32] with: 
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assuming a constant adhesive stress σo

* represented by a 
square well (“Dugdale”) interaction potential. Barthel, and 
Greenwood and Johnson showed that Maugis’ “Dugdal 
approximation” is also applicable to more general potentials 
[33], and to predict load-separation curves and pull-off 
forces that are adequate. It could be shown that if µT or λ 
exceed 5, the JKR model applies, i.e. tensile and 
compressive surface forces have to be considered, and for 
µT or λ smaller than 0.1 the DMT model is applicable. 

Based on Maugis’ analytical solution to adhesive 
contact problems, Carpick et al. developed a “generalized 
equation” for the normalized contact area between the 
contact limits of the JKR and DMT models, using a single 
fitting parameter α, which is related to Maugis’ elasticity 
parameter as follows [34]: 

 
 )02.11ln(924.0 αλ −×−= . (14) 
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The fitting parameter α is given by the variation of the 
contact radius a with the ratio of the applied load, Fapp, and 
the adhesive force, Fadh, by [34]: 
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Here, the contact area at zero load, ao, and the Fadh are 
dependent on α. For α = 0 and α = 1, Eq. 15 provides the 
normalized contact radius in the DMT and JKR limit, 
respectively, with a contact radius at zero load of: 
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3.2  Modulated Contacts 

 
Now, let us turn our attention to SPM type contacts that 

involve sinusoidal modulations in either the normal (z) or 
lateral (x) direction. The contact stiffness experienced 
during normal modulation experiments is typically defined 
as the gradient of the equilibrium force between tip and 
sample, and is given as [35]: 

 
  

*
, 2aEk zc =   (18) 

 
The normal contact stiffness kc,z is experimentally 

obtainable from normal displacement measurements, which 
are distributed between two springs in series; i.e.: 

 
  Nc zzz ∆+∆=∆ , (19) 

 
where ∆zc and ∆zN correspond to the elastic deformation of 
the sample (or more generally the contact) and the elastic 
normal cantilever displacement, respectively. The elastic 
constant, ktot,z, corresponding to the total normal 
deformation ∆z is thus related to the sample contact 
stiffness kc,z and the normal cantilever stiffness kN, as: 
 
                                                 
* Note that for a Hertzian contact the radius is given by: 
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For small in-plane lateral displacements in x, similar 

equations can be derived under the assumption of no-slip. 
For a sphere-plane geometry, the lateral stiffness of the 
contact kc,x is provided by Mindlin’s theory [36, 37] as: 
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where G1 and G2 are the shear moduli of the sample and the 
probing tip, respectively, and ν1 and ν2 are the 
corresponding Poisson’s ratios [38]. 

In analogy to the normal deformation, we introduce the 
total lateral elastic constant as:  
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where kc,x and kT stand for the lateral contact stiffness and 
the torsional cantilever stiffness, respectively. As for normal 
deformations, it is generally assumed that the shear 
deformation of the cantilever is restricted to the bending of 
the bar, and thus, any tip deformations are neglected. This 
assumption is appropriate for soft organic materials; 
however, may breakdown when contacting hard samples 
like silicon wafers. 

For force modulation measurements, the modulation 
load, Fmod, is varied around the equilibrium load, Fo, with 
an oscillating perturbation, often in the form of a sine wave. 
The modulation signal is generally provided by a function 
generator, and may be applied to either the cantilever or the 
sample. A first order approximation for the overall force in 
the modulation direction, i, provides: 
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and i = z or x for normal or lateral modulation, respectively, 
and ∆xi represents the corresponding input modulation 
amplitude. The equilibrium load Fo represents the 
combination of the applied and adhesive loads for normal 
force modulation, Fapp and Fadh, respectively. In shear 
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modulation, Fo is either zero under no-slip conditions, or 
corresponds to the friction force, FF, in a sliding contact. 
 
 
3.3  Calibration of Lateral Forces in Scanning 

Probe Microscopy 
 

Lateral forces are still relatively difficult to quantify 
accurately. Due to the geometric uncertainties in SPM 
probes, mathematical calibration methods are often 
inaccurate. Hence, at least two experimental calibration 
techniques have been offered: a lateral contact stiffness 
calibration [37], and a blind friction calibration [39]. Both 
methods assume that the normal force, FN, and hence the 
normal cantilever stiffness, kN, are known. The normal force 
is the sum of the applied and adhesive loads, i.e. FN = Fapp 
+ Fadh, where the applied load is determined by: 
 

 
S

II
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NN

Napp
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=  (26)  

 
where kN is the normal lever stiffness, S is the sensitivity of 
the detection scheme (generally a photodiode), ∆IN is the 
normal deflection signal (i.e. the setpoint value in feedback 
control), and IN

o
 is the initial, out-of contact, normal 

deflection signal. The sensitivity and adhesion force are 
determined from force-displacement (FD) curves. Note, that 
for studies on compliant materials, the adhesion force 
determined from FD curves is generally convoluted with the 
contact area. To avoid load dependent changes in the 
contact area, the adhesion force should be determined from 
friction versus load measurements, e.g. see Fig. 7.  

With commercially available cantilevers, a range for kN 
is specified by the manufacturer. Due to limitations in the 
production process, the specified range for kN may span one 
order of magnitude. The prudent microscopist often seeks a 
more accurate calibration. For bar shaped cantilevers, the 
normal and torsional stiffness may be calculated based on 
the lever geometry, i.e: 
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where E and G are the Young's and shear moduli, 
respectively. The geometric parameters W, TL, and L are the 
width, thickness, and length of the cantilever, respectively; 
and H it the height of the probing tip at the end of the lever. 
Any uncertainty in TL is propagated in Eq. 27 with a power 
of three; hence, an accurate value for TL is necessary. Again, 
manufacturer specifications are usually broad. The first 
resonance frequency in the normal direction, measured via 

spectrum analysis, can be used to determine TL more 
accurately [35]:  
 

 2
12       

)875104.1(
122    L

E
TL νρπ=  (28) 

 
For silicon cantilevers the density ρ is 2.33x103 kg m-3 and 
the modulus E is 1.69 x 1011 N m-2 (reference [35]), and 
Eq. 28 becomes TL(m) = 7.23x10-4(s m-1) . v1(s-1) . L(m)2. 
Alternatively, the normal spring constant for a lever of any 
geometry may calibrated by measurement of the thermally 
activated power consumption [40], or by the addition of 
known masses (styrene spheres) [41]. 

Once the cantilever is calibrated for normal forces, the 
next step is the lateral force calibration. The lateral contact 
stiffness approach is based on SM-FM operation (Fig. 4), 
which uses lock-in detection to relate the lateral 
displacement (modulation input, ∆xi) with the lateral force 
signal (amplitude response, ∆xR). On any sample, a plot of 
∆xR versus ∆xi exhibits two regimes, a static region where 
∆xR increases linearly with ∆xi , and a sliding region where 
∆xR saturates at the friction force. The slope of the static 
region is a direct measure of the overall lateral contact 
stiffness, related with the calibration factor C, i.e.: 

 

   *
,, )(

)(
xtot

statici

R
xtot Ck

xd
xd

 Ck =
∆
∆

=  (29) 

 
Substituting equations 21 and 29 into Eq. 23 gives: 
 

  
Txtot k

C
aG

C
k

+= **
, 8

1
 (30) 

 
For a bar shaped cantilever, equations 27a and 27b may be 
used with G = E [2(1 + v)] -1 to determine the torsional 
cantilever stiffness, i.e.: 
 

 
2

)1(3
2










+
=

H
L

k
k

N

T

ν
 (31) 

 
Alternatively, the torsional stiffness may be obtained by 
using the Sader [42] and Neumeister [43] formulas. The 
difficulty with Eq. 30 lies in the selecting the appropriate 
model for the contact radius, a. Assuming Hertzian contact, 
Piétrement et al. [37] have shown that this procedure works 
well for silicon and mica. The Hertzian (or DMT) contact 
radius is: 
 

 3/1
3/1

*4
3

NF
E
Ra 







=  (32) 

 



Probing Macromolecular Dynamics and the Influence of Finite Size Effects Sills and Overney  (2006) 
 

 

   
8 

where R is the radius of curvature of the SPM tip, and Eq. 
30 becomes: 
 

 
TNxtot k

C
F
C

k
+= 3/1*

,

1
β

     

   (33) 

where  
3/1

*
*

4
38 







=
E
RGβ   

 
A linear fit to the experimentally measured 1/k*

tot,x versus 
FN

-1/3 gives an intercept, b, which from Eq. 33, C = b kT. 
Finally, the force associated with a lateral displacement of 
∆xi is RL x CF ∆= . 

This calibration method becomes cumbersome when 
more sophisticated models are used for the contact radius in 
Eq. 30. For example, Carpick’s [34] general contact area 
equation (Eq. 15) requires knowledge of the lateral (friction) 
force, as well as the tip radius of curvature, to determine the 
fit parameter α. Numerical methods would be required to 
iteratively fit the contact radius and the calibration curves. 
The blind friction calibration is model independent and 
avoids these complications by directly measuring a 
calibration factor on a well characterized, commercially 
available silicon standard, that has a prescribed friction 
coefficient, µSi-Si. The trade-off however, is the possibility 
of surface contamination on the silicon standard, which 
would alter the actual friction coefficient. To avoid this, 
careful silicon treatment is necessary [39]  From Amonton’s 
Law, it is known that  

 
 NSiSiL FF ⋅= −µ  (34) 
 
Using a well defined cantilever that was characterized by 
scanning electron microscopy (SEM), Buenviaje et al. 
determined a value of µSi-Si = 0.18 ± 0.03 [39]. The lateral 
forces experienced by the cantilever tip are directly 
proportional to the lateral deflection signal of the SPM 
detection system, i.e. 

 
  LL IF ∆⋅Γ=   (35) 
 
where the proportionality constant Γ is the calibration factor 
being sought, and ∆IL is the lateral deflection signal. ∆IL is 
measured on a well treated silicon oxide surface for a range 
of normal forces, FN. For positive applied loads (Fapp > 0), a 
linear fit to the measured ∆IL(FN) gives the calibration curve 
 
 NcalL FmI ⋅=∆  (36) 
 
Dividing equations 34 and 36 yields: 
 

 L
cal

SiSi
L I

m
F ∆⋅= −µ

 (37) 

Thus the calibration factor Γ in Eq. 35 becomes: 
 

 
calcal

SiSi

m
      

m
      03.018.0 ±==Γ −µ

 (38) 

 
With a value for Γ, Eq. 35 may be used to quantify the 
lateral forces measured by the SPM detection scheme. 

The silicon treatment is necessary to generate a clean 
and stable silicon oxide surface. This is not to be confused 
with stripping or hydrogen passivation techniques, e.g. HF 
treatment, which remove the surface oxide layer and render 
an unstable surface. The procedure of Buenviaje et al. [39] 
requires sequential sonication of the silicon calibration 
sample; first in acetone for 15 minutes, then in methanol for 
30 minutes (HPLC grade from commercial sources). The 
sonication steps are followed by rinsing with ultra-pure 
water. Finally, the silicon calibration standard is heated 
above 100 °C in a low humidity environment, preferably a 
vacuum oven, to remove excess water. This procedure 
provides a reproducible calibration sample for up to two 
hours, depending on the post-treatment environmental 
conditions, i.e. relative humidity. With a calibrated SPM 
system, one is prepared for experimental endeavors based 
on the following lateral force probing techniques. 
 
 
3.4 Shear Modulation Force Microscopy (SM-FM) 

 
Characterization efforts using SPM modulation 

techniques seek to infer material specific information from 
the elastic (or dissipative) nature of the probing contact. 
Shear modulation force microscopy (SM-FM) is one 
approach that is especially well suited for surface 
rheological studies. SM-FM has proven to be particularly 
successful in determining crosslinking densities and 
structural phase transitions in polymeric systems [26, 27]. 
The working principle of SM-FM is sketched in Fig. 4.  
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Figure 4: Working Principle of Shear Modulated Force 
Microscopy  (SM-FM). 
 

 
It involves a nanometer sharp cantilever tip that is 

maintained in contact with a sample surface, under a 
constant load of roughly (5-100) nN. The tip is laterally 
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modulated with a nanometer amplitude, ∆xi, that avoids any 
tip-sample slipping. Using lock-in techniques, the 
modulation response, ∆xR, is analyzed relative to ∆xi. The 
response amplitude is a measure of the total elastic constant, 
ktot,x, and the intrinsic sample behavior is captured through 
the relations in Eqns. 21 and 23. Characteristic of most SPM 
techniques, two experimental difficulties arise: the accurate 
determination of the true contact area (radius a in Eq. 21), 
and accurate evaluation of the cantilever stiffness, kT in 
Eq. 23. This raises the important point of calibration 
methods (discussed above). However, in simple thermo-
rheological studies like glass transition temperature 
measurements, the complications associated with a poorly 
defined contact area and lever stiffness are inconsequential. 

For thermal analyses, the sample temperature is 
increased stepwise by (0.5-2.0) oC increments. At each 
temperature, thermal equilibrium is obtained before any 
viscoelastic responses are recorded. The response 
amplitude, ∆xR, is plotted versus temperature. For glass 
transition measurements, the Tg is determined from the 
"kink" in the response curve, as reported in Fig. 5(a).  

 

 

 
 

Figure 5: SM-FM glass transition temperature, Tg, 
measurements. (a) The modulation amplitude 
response indicating the Tg of polystyrene. (b) 
Comparison of SM-FM Tg values as a function of 
molecular weight against other methods and theory 
Date for (b) from reference [46]. 

 
 

Below Tg, the probing depth of SM-FM is on the order 
of 1 nm, which allows substrate-independent measurements 
down to film thicknesses of a few nanometers. Any surface 
effects less than 1 nm in depth [44] cannot be addressed 

under these conditions. The slow creeping process above Tg 
is documented elsewhere [45]. While the accuracy of 
SM-FM Tg measurements compares well with other 
techniques [46], Fig. 5(b), SM-FM also offers the versatility 
for probing rheological properties in confined sample 
geometries. 

It is important to note that the SM-FM technique 
described here is a non-scanning method. The reason is 
briefly describe: To obtain high accuracy in Tg 
measurements it is essential not to induce, by other means 
than temperature, changes in the contact area. This is to 
avoid system-driven artifacts in the contact stiffness, kc,x. To 
be precise, kc,x(AL, G

*) in Eq. 21, i.e. the resistance of the 
contact to deform, is dependent on (a) the laterally projected 
contact area, AL, (e.g. the side wall of an indentation tip), 
and (b) the relative shear properties of the two materials, G*. 
Thus, any local plastic deformation, for instance, the 
generation of a deformation wave (Schallamach wave) [47] 
that travels ahead of a scanning SFM tip can change kc,x. 
Plastic deformation is intrinsically rate and load dependent. 
Therefore, it is not astonishing that scanning methods, such 
as the friction force microscopy, have revealed scan rate 
dependent apparent Tg values [25]. By placing the SFM tip 
stationary at constant load onto the polymer surface, contact 
area changes occur only due to temperature induced changes 
in the sample modulus, i.e. there are no load induced 
changes in the contact radius, a, and the cantilever stiffness, 
kL, is essentially constant. Consequently, the experimental 
observable in the SM-FM method, ktot,x, is changing only 
due to changes in the polymer material properties. With this, 
the "kink", observed in Fig. 5(a) is a true measure of the 
transition property. 
 
 
3.5 Friction Force Microscopy (FFM)  

 
The advantages to the non-scanning SM-FM technique 

were highlighted above. Now, let us discuss the 
complimentary advantages to the scanning approach of 
friction force microscopy (FFM). In fact, both methods may 
be superimposed and conducted simultaneously, if the time-
scales for the SPM feedback system, modulation, and 
scanning do not overlap. Nevertheless, we will restrict 
ourselves here to the principles of FFM and discuss the 
inherent tribological attributes of this method. 

Friction force microscopy simulates a single asperity 
provided by an ultra-sharp tip on a soft cantilever, pictured 
in Fig. 6. The small contact area, on the order of the 
molecular dimensions, is insufficient to confine 
macromolecules and generally allows discussing friction 
results in terms of thermodynamic equilibrium. Hence, FFM 
is not appropriate to reflect on tribological issues involving 
large area confinement effects. FFM offers sufficient 
sensitivity for friction measurements on the molecular scale, 
and has been used to detect molecular stick-slip behavior 
[48]. Although FFM images are valuable for assessing 
surface heterogeneity and the decomposition of blends, 
investigations of macromolecular dynamics require a 
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quantitative friction analysis. The ability to conduct thermal, 
rate, and load dependent friction studies makes FFM 
especially well suited for investigating the time-temperature 
nature of viscoelastic materials.  
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Figure 6. Operating Principle of Friction Force 
Microscopy  (FFM). 

 
 

The friction force, FF, is measured through the torsional 
bending of the cantilever during scanning, pictured in Fig. 6. 
The hysterisis in the lateral displacement signal, between 
forward and reverse scans, is proportional to the energy 
dissipated through friction. Absolute values for the friction 
force are determined by first calibrating the cantilever and 
detection scheme with one of the methods described in 
Section 3.3. Its important to note that any changes to the 
laser alignment will invalidate the calibration. Further, it is 
important that friction analyses on compliant materials are 
adhesion corrected, shown in Fig. 7.  
 

 
 

Figure 7. Adhesion correction of friction force 
measurements on poly(methyl methacrylate) (PMMA). 
 
 

This is necessary to account for load dependent changes in 
the contact area, i.e. FF must be described in terms of the 
total normal force which is the sum of the applied load, 
Fapp, and the adhesion force, Fadh. 

 
 

 

3.6 Tribological Models for FFM  
 
The frictional resistance to sliding of the FFM tip is 

generally discussed in terms of a thermal activation model, 
the Eyring model [8], which employs a regular series of 
potential barriers that are continuously overcome during the 
sliding process. Briscoe et al [49] applied this idea to 
interpret the frictional behavior observed on molecularly 
smooth, soap-like lubricants, and derived the following 
shear strength versus velocity v relationship [49]: 

 

 ( )Ω++







= PQ

v
vTk

o

B

φφ
τ 1ln .       (39) 

 
The barrier height, E, is composed of the process activation 
energy Q; the compression energy PΩ, where P is the 
pressure acting on the volume of the junction Ω; and the 
shear energy τφ, where τ is the shear strength acting on the 
stress activation volume φ. T represents the absolute 
temperature, and vo, is a characteristic velocity related to the 
frequency of the process and to a jump distance. The stress 
activation volume φ can be conceived as a process 
coherence volume, and interpreted as the size of the moving 
segment in the unit shear process, whether it is a part of a 
molecule or a dislocation line. Thus, Eyring's model predicts 
a linear relationship of friction (the product of the shear 
strength and the active process area) in pressure and 
temperature, and a logarithmic relationship in velocity.  

The Eyring model has been verified in experiments on 
solid lubricants of an inherent, highly ordered structure [49] 
and also for a liquid system where a series of potentials is 
built up and overcome in the course of the shear process 
[50]. Furthermore, Gnecco et al [51] showed in an ultrahigh 
vacuum FFM study on sodium chloride, that the concept of 
the Eyring model also applies for dry friction on an ordered 
surface. Thus, a molecular theory of friction could be 
derived from a very simplistic model of an apparent 
sinusoidal-corrugated surface potential over which a 
cantilever tip is pulled. However, such a simple model 
assumes there is no noise present, such as thermal noise, and 
thus, the driven tip leaves the potential well when the barrier 
vanishes at the instability point. This leads to recent 
theoretical treatments that consider barrier-hopping 
fluctuations associated with thermal noise, i.e. creep models 
[52-54]. With creep, the FFM tip slips to the next potential 
well at lower energy values than those prescribed by the 
barrier height.  

Early considerations of thermal fluctuations by Heslot 
et al. [54] (1994) led to a friction force that is 
logarithmically dependent on the velocity, v, similar to the 
Eyring model: 

 
  )ln(vconstFF +=       (40) 

 
In Heslot's linear creep model, the barrier height is 
proportional to the frictional force. Sang et al. [53] argued 
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that with an absorbing boundary condition, i.e. an elastic 
deformation of the overall potential due to the driven motion 
of the cantilever, the barrier height becomes proportional to 
a 3/2 power law in the friction force. Sang's modifications 
resemble a ramped creep model, and lead analytically to the 
following friction-versus-velocity relationship: 

 

 
3/2*lnvFFF FcF ∆−=       (41) 

 
where v* represents a dimensionless velocity, ∆FF ∝  T2/3, 
and Fc is an experimentally determined constant [53]. The 
same relationship of friction with velocity was also derived 
for the maximum spring force by Dudko et al [52]. 

Although there is currently no experimental data 
available that would provide friction force measurements 
over a sufficiently large temperature and velocity range to 
verify the ramped creep model, the stronger supporting 
argument for ramped creep is its comparison to the 
numerical solution of the Langevin equation. The Langevin 
equation combines the equation of motion (including the 
corrugated surface potential and perfect cantilever oscillator 
in the total potential energy, E) with a random force, ξ(t), to 
account for the thermal noise, i.e.: 
 

 )(),( t
x

txExMxM ξβ =
∂

∂++ CCC     (42a) 

    

where   ( ) 



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
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x is the position of the cantilever stage, β is the microscopic 
friction coefficient or dissipation (damping) factor, λ is the 
lattice constant, Uo is the surface potential barrier height, M 
and k represent the mass and the spring constant of the 
cantilever, respectively. Equation 42a was solved 
numerically by both groups, Sang et al [53] and Dudko et al. 
[52], assuming a Gaussian fluctuation-dissipation relation 
for the random force, i.e., )'(2)'()( ttTkMtt b −= δβξξ  
where δ(t-t’) is a Dirac function. Sang confirmed the ramped 
creep model and Dudko showed that a force reconstruction 
approach from the density of states, accumulated from the 
corresponding Fokker-Planck equation, is equivalent with 
the Langevin equation. 

At this point, let us consider the possibility that 
hindered, or frozen, relaxation states of an amorphous 
polymer could be activated in the course of a frictional 
sliding process, and thus, give rise to barrier-hopping 
fluctuations not unlike the ones discussed above for highly 
ordered surfaces. Isothermal friction-velocity curves for 
glassy polystyrene are presented in Fig. 8. Quasi-
logarithmic friction-velocity relationships are found, which 
agree with the above theoretical models [49, 52-54], and 
resemble FFM experiments on ionic crystals in ultrahigh 
vacuum [51] and in lubricated sliding [50].  

 
 

Figure 8. Friction force - scan velocity isotherms for 
FFM measurements on glassy polystyrene 
(MW = 96.5k,  MW/MN = 1.04,  Tg = 373 K,  FN = 15 ±±±± 2 nN). 

 
 

The friction measurements in Fig. 8 are scaled by the 
creep models (equations 40 and 41) in Figures 9(a) and 9(b). 
The ramped creep model in Fig. 9(a), provides a marginally 
better fit than the linear creep model, Fig. 9(b). The fit 
quality of the ramped versus linear creep model could be 
expected to increase for a system that is less overdamped, 
i.e. a stiffer spring with respect to β [55], and with 
measurements over larger velocity and temperature ranges.  

The potential barrier which is continuously overcome 
during sliding across glassy polystyrene is associated with 
the hindered rotation of the phenyl side-chains, 7 kcal mol-1 
[56]. Evaluation of the barrier height is discussed in 
Section 4. Considering that the creep models (a) fit the 
friction data reasonably well, and (b) are in accordance with 
a fluctuation model based on a Gaussian fluctuation 
distribution, it appears that there is little or no correlation 
between the individual phenyl rotations that are relaxed 
during the shear process. It is because of this weak 
correlation that similar frictional dissipative behaviors are 
observed on both highly structured (crystalline) surfaces and 
the unstructured (amorphous) glassy PS. 

The FFM results and associated discussion of molecular 
friction on a glassy polymer illustrate the effectiveness of 
rudimentary non-equilibrium models that incorporate simple 
potentials with thermal fluctuations. Deviations from the 
models are expected, particularly for correlated fluctuations, 
i.e. memory effects in relaxation processes. Addressing the 
issue of the so called non-Markovian behavior of sliding 
systems demands a more rigorous theoretical treatment, 
such as the generalized Fokker-Planck equation with a 
system specific, statistical kernel [57-60]. 

The discussion above is founded strictly on tribological 
principles; however, the experimentally determined 
potential barrier for the PS example is attributed to a 
rheological relaxation process. One would expect then, that 
friction could also originate from other relaxations. For 
example, Hammerschmidt et al. have identified the 
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β-relaxation as the primary dissipation mechanism in FFM 
measurements on poly(methyl methacrylate) [23]. 
 

 

 
 
 

Figure 9.  Collapse of the friction data from Fig. 8 to 
creeping friction models: (a) Ramped creep [53] 
(regression R2 = 0.9124). Inset: Fc is determined from 
the intercept of FF versus T 2/3 for a fixed ratio 
T/v = 1 K/(nm/s) [53]: Fc = 44.5 nN. (b) Linear creep [54] 
(regression R2 = 0.909). Inset: Fc is determined from 
the intercept of FF versus T for a fixed ratio 
T/v = 1 K/(nm/s) [53]: Fc = 32.6 nN. 

 
 
The question of to what extent the intrinsic rheological 

properties are coupled with external tribological attributes in 
FFM measurements has not been answered unambiguously. 
This results, in part, from varied experimental conditions, as 
well as, inappropriate assumptions during the data analysis. 
Operating the FFM tip at conditions which induce wear or 
other plastic deformation processes will produce external 
tribological attributes. This is sometimes difficult to avoid. 
The relative humidity is another key parameter which 
effects FFM measurements. For a relative humidity greater 
than roughly 30%, a capillary neck is formed at the FFM tip 
due to physisorbed water [61]. In this scenario, the FFM 
measurements reflect the behavior of a two phase system. In 
the following section, we attempt to move past some of 
these issues, and address the utility of FFM for inferring 
intrinsic rheological characteristics of polymers. 

4.  Internal Friction and Dynamics Near 
the Glass Transition  

  
A nanoscopic description of polymer dynamics 

involves, in general, only two parameters: an internal, or 
monomeric, friction coefficient and an appropriate 
macromolecular length scale [62]. Monomeric friction 
dictates the degree of local segmental motion, and thus, is 
responsible for the bulk viscoelastic properties of polymers. 
The macromolecular length scale provides a measure for the 
range of energy transfer, for instance, the size of 
cooperatively rearranging regions (CRRs) in the 
heterogeneous dynamics of glass formers. The measurement 
of nanoscopic critical lengths warrants a local probing 
technique, such as SPM. This point is illustrated below with 
molecular insight into the energy dissipation processes in 
amorphous polystyrene (PS), a material technologically 
relevant to photonics [63], electronics [64], and nano-
electromechanical systems (NEMS) [3]. We show how both 
the energetics involved in frictional dissipation and the 
length scale over which the energy is dissipated can be 
directly linked to the molecular relaxation and clustering 
processes that evolve during the glass transition. 

 
 

4.1 Molecular Relaxations  
 

The origin for frictional dissipation in elastomeric 
materials has been in question for nearly half of a century. 
Since Grosch [65] (1963) and Ludema and Tabor [66] 
(1966), a molecular length scale has been accessible in 
friction experiments involving elastomers in sliding contact 
with hard surfaces. However, because of the macroscopic 
nature of these early investigations, segmental chain 
slippage could only be suspected as the basic mechanism for 
sliding dissipation [65, 66]. Early interpretations by 
Schallamach [67] and Ludema and Tabor addressed the 
friction related segmental motions of the polymer chain 
from two different viewpoints: Schallamach considered the 
friction force in terms of a fully adhesive, rate-dependent 
molecular debonding model, introduced by Frenkel [68] and 
Eyring [8] and later improved by Chernyak and Leonov 
[69]. Ludema and Tabor, on the other hand, suggested an 
adhesive viscoelastic model in which the energy dissipated 
during sliding is lost in deformation of the soft material. In 
recent work involving smooth macroscopic sliding contacts, 
the importance of both processes during steady sliding was 
recognized [70, 71]. 

Recent FFM studies have benefited from the molecular 
sensitivity of the SPM probe. A first glance of frictional 
behavior on polystyrene near its glass transition is illustrated 
with the friction coefficient, µ, in Fig. 10. The frictional 
dissipation mechanism shifts from side chain relaxation in 
the glass phase to backbone relaxation in the melt phase. 
The transition is not abrupt, but ranges over 15 K, starting at 
the glass transition temperature (Tg = 373 ±1 K). 
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Figure 10.  Friction coefficient, µµµµ, and corresponding 
molecular dissipation mechanisms for atactic 
polystyrene  (Mw = 96.5k, Tg = 373 K). 

 
 

The dissipation mechanisms in Fig. 10 were determined 
from independent FFM friction-velocity analyses, below 
and above Tg. An energetic analysis of FFM results begins 
with the superposition of friction-velocity isotherms, 
FF(v)|T, using the method of reduced variables [10], Fig. 11. 
This linear approach serves to decouple the thermal and rate 
contributions to the friction force. While the thermal 
behavior is captured in the horizontal aT shift function, the 
rate behavior is portrayed in the resulting superposed 
friction master curve. The mathematical mechanics of the 
superposition are pictured in Fig. 12.  

Below Tg, the Arrhenius behavior aT in the inset of Fig. 
11(a) provides an activation energy of 7 kcal mol-1. This 
corresponds to the hindered rotation of the phenyl ring side 
chains about their bond with the backbone [72], also 
referred to as the γ-relaxation [73]. Above Tg, the Arrhenius 
representation of aT in the inset of Fig. 11(b) provides an 
apparent activation energy of 88 kcal mol-1, which 
coincides with the 90 kcal  mol-1 energy barrier for the 
α-relaxation of the PS backbone [74]. The WLF behavior 
expected above Tg predicts a temperature dependent 
activation energy for the α-relaxation, Eq. 9. In the WLF 
formalism, the constants c1 and c2 depend on the chosen 
reference temperature, TR, used for the superposition [9]. 
For TR = 388 K, the experimentally determined values are 
c1 = 16 and c2 = 114. The corresponding activation energy 
at Tg, by Eq. 10, is 89 kcal mol-1, which is close to the 
88 kcal mol-1 value deduced from the Arrhenius 
representation in the inset of Fig. 11(b). The activation 
energies represent the potential barrier that is continuously 
overcome during steady sliding of the FFM tip. Thus, the 
molecular origin for polymeric friction lies in the 
rheological relaxation processes that are available in a given 
temperature range.  

The qualitative difference in FF(v)|T curves below and 
above Tg is insignificant; a bell-shaped friction-velocity 
behavior can be expected in both regimes. Under ideal 
conditions, it is only a question of the accessible velocity 

range. Ludema and Tabor [66] explained the FF(v) peak 
with respect to the variation of the contact area and the shear 
strength with scan velocity. Thus, friction expressed as 
FF(aT v) = σ(aT v) A[E(v)]  will exhibit a bell-shape curve 
similar to Fig. 11(b), where σ  represents the shear stress, A 
the real contact area, and E(v) the viscoelastic modulus. 
 

 

 
 

Figure 11. Friction master curves for atactic 
polystyrene: (a) Superposition below Tg with (inset) 
corresponding aT shift factor (b) Superposition above 
Tg, with (inset) corresponding aT shift factor.  

 
 

On the molecular scale, the qualitative rate behavior of 
both the shear strength and modulus, and thus the shape of 
the FF(v) curve, originates from the interplay of two 
dominating time scales: (i) the extrinsic drive time, τe, 
dictated by the sliding velocity, v, and (ii) the intrinsic 
material response time, τm, which in this case is the 
α-relaxation time. In the vicinity of the FF(v) peak, the two 
competing processes occur on comparable time scales. The 
friction force increases or decreases with increased sliding 
velocity, depending on whether the extrinsic time leads or 
trails the material response time, respectively. Generally the 
interplay between intrinsic and extrinsic times is discussed 
with their ratio, the Deborah number. Since the material 
response above Tg has been identified as the α-relaxation, 
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the particular FF(v) peak pictured in Fig. 11(b) is 
distinguished as the α-peak.  

 

 

 
 

Figure 12.  Representative shifts for superposition of 
friction data: (a) The horizontal shift applied all FF(v) 
isotherms defines the temperature dependent aT 
function. (b) The vertical shift, ∆∆∆∆FF(T), is only 
necessary for FF(v) isotherms between Tg = 373 K and 
Tc = 388 K.  

 
 
No bell-shaped friction-velocity isotherms are observed 
below Tg, because reaching the time-scale for phenyl 
rotations would demand high sliding speeds of mm s-1 to 
cm s-1, unachievable with conventional SPM. 
 
 
4.2  Structural Heterogeneity  

 
While the energetics associated with the dissipation 

process are deduced from the horizontal aT shift, dynamical 
and structural information are inferred from the friction 
peak intensity, similar to spectroscopic techniques. The 
friction analysis below Tg only involved classical horizontal 
shifting, which defines aT in Fig. 12(a). Additional vertical 
shifts, ∆FF, are necessary in the transition region between Tg 
and Tg + 15 K, Fig. 12(b). The application of vertical data 
shifts must be considered thoughtfully. Inspection of the 
α-peak intensity, FF,max(T), in Fig. 13 reveals the maturation 

of the α-relaxation from Tg to Tg + 15 K. The strong 
4.8 nN K-1 temperature dependence of FF,max in the 
transition regime is caused by the heterogeneity of two 
structural phases. Conceptually, small domains of the melt 
phase begin to appear at Tg, yielding a relatively weak 
α-peak intensity. As the temperature increases, remnant 
glassy domains, or threads, are consumed by the melt; thus 
the α-peak intensity increases. Once the melt phase is fully 
developed at T > Tg + 15 K, a temperature independent 
α-peak intensity is observed. Hence, the vertical shift used 
in Fig. 11(b), ∆FF(T), represents the departure from 
equilibrium of a sturcturally heterogeneous melt. 
 

 
 

Figure 13. Friction peak intensity, FF,max(T), for the 
αααα-relaxation in atactic polystyrene. 
∆∆∆∆FF(T) = FF,max(T>Tg+15) - FF,max(T). 

 
 

The above behavior concurs with the present 
understanding of vitrification between the crossover 
temperature Tc and Tg, where Tc > Tg [2]. Above Tc, glass 
forming polymers exhibit a single relaxation process. As the 
temperature is reduced below Tc, bifurcation of the 
relaxation process leads to both slow (α-backbone) and fast 
(side chain) relaxation processes [75, 76]. As Tg is 
approached, the slow process becomes locked; while the fast 
process continues below Tg [75]. The onset of this 
bifurcation is evident in FF,max(T) at 388 K in Fig. 13. Here, 
the α-peak intensity, FF,max(T), reveals an impedance of the 
α-relaxation on cooling below 388 K. Only the α-peak is 
observed with conventional SPM (Fig. 11(b)); as noted 
above, the time-scale for relaxation of the phenyl side 
chains is not accessible. However, the transition from side 
chain to backbone relaxation is apparent in the friction 
coefficient in Fig. 10. The friction coefficient reveals three 
regimes: (i) a single glassy phase below Tg, where 
dissipation occurs only through phenyl rotations; (ii) a 
structurally heterogeneous system within 15 K above Tg, 
where dissipation occurs through a combination of spatially 
distributed fast (phenyl) and slow (backbone) relaxations; 
and (iii) a homogeneous melt above 388 K, with dissipation 
solely through the higher energy α-relaxation.  
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4.3  Cooperative Molecular Motion  
 

The existence of structural and dynamic heterogeneity 
around Tg is consistent with conclusions drawn from 
isothermal multidimensional nuclear magnetic resonance 
(NMR), dielectric spectroscopy, photobleaching, dynamic 
light scattering, and quasi-elastic neutron scattering studies 
[2]. Since Adam and Gibbs [77], structural relaxation near 
the glass transition is visualized in terms of a correlated 
motion of polymer segments or domains, giving rise to 
dynamic heterogeneities [2, 75, 78-80]. While the time scale 
of dynamic heterogeneities can be directly inferred from 
scattering experiments, the size of the cooperatively 
rearranging regions (typically 1-3 nm [2, 78, 81, 82]) 
generally has not been directly obtainable and involves 
model assumptions. In particular, a temperature-resolved 
description of the cooperation length is expected to provide 
vital microscopic information towards the ongoing 
mysteries of the glass transition [78]. An unambiguous 
evaluation of this small length scale warrants a direct, 
spatially nanoscopic investigation of the glass forming 
dynamics, avoiding the averaging effects associated with 
conventional ensemble measurements [83]. 

The extent to which neighboring chain segments and 
adjacent molecules participate collectively in the 
dissipation, or relaxation, process is deduced from the 
intrinsic characteristics of the friction peak in Fig. 11(b). In 
early evaluations of the dissipation length in elastomers, 
Grosch [65] and Ludema and Tabor [66] combined the 
velocity at the friction peak with the frequency for the 
maximum viscoelastic loss, and deduced a length scale on 
the order of 5-10 nm. Similarly, the friction-velocity results 
in Fig. 11(b) are related to dielectric spectroscopy data [84] 
for PS of comparable molecular weight (Mw = 90.0k, 
Mw / Mn =1.06). It is founded that interpretations of 
dielectric relaxations are related by Eq. 43 to length scales 
involved in mechanical relaxation experiments [85]. With 
the specific knowledge of the α-relaxation times τα(T) from 
the dielectric data and the critical velocities vo(T) 
corresponding to the friction peaks, the length scale over 
which energy is dissipated during an α-relaxation event may 
be expressed as: 

 
 )()()( TTvT o αα τξ ⋅= . (43) 
 

The dissipation lengths ξα(T) for polystyrene are 
presented in Fig. 14. In the fully developed melt 
(T > 400 K), a lower limit of ~0.4 nm for ξα(T), corresponds 
to the relaxation of individual monomer segments. On 
cooling from 403 K to 384 K, the dissipation length 
increases steadily from 0.4 to 2.1 nm, following a power law 
relation of the form (T-Tg)-φ, where φ is 1.86 ± 0.09, Fig. 14. 
The thermal behavior of ξα(T) confirms recent predictions 
based on molecular dynamics (MD) simulations 
(φ = 1.87 ± 0.15) for the spatial correlation of segmental 
displacements above the critical temperature of the mode 
coupling theory [86]. In essence, the dissipation length may 

be considered as the size of cooperatively rearranging 
regions (CRRs), or regions in space where the motion of 
individual chain segments is contingent upon the 
orchestrated motion of an ensemble of surrounding 
segments. 

 

 
 

Figure 14. Polystyrene dissipation lengths for the 
αααα-relaxation follow the power law relation ξξξξαααα ~ (T - Tg)-φφφφ 
with Tg = 373 K. The exponent φφφφ = 1.86 ± 0.09 for 
T ≥ 384 K (solid line) and φφφφ = 3.0 ± 0.2 for T ≤ 388 K 
(dashed line). Inset: Corresponding polystyrene 
αααα-relaxation times, τττταααα     , determined from the FFM 
friction peaks and Eq. 43 (closed circles) compared to 
dielectric spectroscopy measurements of [84] (open 
circles).  

 
 

On closer approach to Tg (T < 388 K), we find a strong 
deviation from the above power law behavior. Dissipation 
occurs in CRRs with sizes increasing up to 37 nm. Recent 
MD simulations incorporating angular and torsional 
potentials, suggest that intramolecular interactions 
effectively slow down the cooperative dynamics near Tg 
[87]. The MD simulation predicts an amplified power-law 
behavior with an exponent φ of 2.9 (ref [87]). A power law 
fit to ξα(T) below 388 K (Fig. 14) reveals an exponent 
φ of 3.0 ± 0.2. Based on this MD simulation, 388 K is 
interpreted as a critical temperature below which 
intramolecular interactions alter the dynamics of the CRRs, 
and thus, the relaxation behavior and the nature of the 
dissipation process [88]. In context of the observed power 
law behavior, ξα ~ (T-Tg)-φ, the dissipation length ξα 
represents the degree of molecular coordination. The 
exponent φ captures the growth dynamics of the CRRs when 
approaching Tg, which itself, acts as a thermal asymptote to 
a diverging ξα(T). This interpretation is consistent with the 
kinetic model of the glass transition in Section 2. 

The large size of the CRRs deserves particular 
attention. The size of the CRRs in PS near the glass 
transition grows from single molecular segments to domains 
of tens of nanometers in diameter. Compared to structures in 
modern device technologies, e.g. ultrathin films and 
nanocomposites involving sub-100 nm dimensions, one can 
expect a competition between material and device length 
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scales. Consequently, material properties in dimensionally 
constrained systems are likely to be modified from their 
original bulk values [89], which is the topic discussed in the 
following section. The impact of dimensional constraints on 
the CRR growth dynamics, φ, will dictate the thermal range 
over which the glass transition occurs. Constraints leading 
to enhanced coordination (high φ - more restricted mobility) 
would increase the local Tg; while finite size effects that 
prevent coordination (low φ - less restricted mobility) would 
reduce the local Tg. Given the technological importance of 
Tg, the continued evolution of thin film applications stands 
to benefit from accurate characterization of ξα(T) and φ in 
confined geometries. Not only frictional dissipation, but all 
transport processes are hinged upon the same intra- and 
inter-molecular degrees of freedom available to particular 
motions, e.g. charge carrier transport in organic thin film 
transistors, light emitting diodes, and molecular electronic 
devices. 

 
 

5.  Constraints and Structural 
Modifications near Interfaces 
 

The discussion thus far has focused on SPM 
techniques and bulk-material behaviors. In polymer thin 
films, when film thicknesses approach the nanometer scale, 
structural, material, and transport properties become 
increasingly dominated by interfacial and dimensional 
constraints. Rheologically modified boundary layers are 
often formed at interfaces, within which, anisotropic 
constraints lead to bulk-deviating behaviors. This section is 
devoted to exploring rheological boundary layers at polymer 
interfaces. A variety of material responses are illustrated 
with several FFM and SM-FM studies, and a visualization 
of the molecular configuration at interfacial boundaries is 
gradually developed with each successive example. 

 
 

5.1  Interfacial Plasticization 
 

The conceptually intuitive process of heterogeneous 
diffusion serves as worthy starting point for a discussion 
about rheological modifications at interfaces. This is 
illustrated for a multiphase, binary thin film system, in 
which, low molecular weight components (LMCs) leach 
from an underlying film into the surface film, forming an 
interdiffusion zone at the interface. FFM studies were 
conducted on poly(methyl methacrylate) (PMMA) films 
supported on either crosslinked epoxy or silicon substrates.  

For PMMA films on epoxy substrates, the friction 
coefficient, µ, in Fig. 15 decreases with increasing film 
thickness. For thicker films, µ approaches the friction value 
of PMMA on silicon. The friction coefficient may be 
considered constant, if one assumes that (a) the shear 
modulus is constant, and (b) the adhesion force is only a 
function of the contact area, i.e. a constant physical and 
chemical bonding strength between the FFM tip and sample. 

Holding to these assumptions and considering that the FFM 
probe (silicon) is much stiffer than PMMA, it follows that 
changes in µ reflect changes in the PMMA modulus. 

The friction coefficient for the 35 nm films is 
significantly higher with epoxy substrates than for silicon 
substrates. However, the friction coefficient on thicker 
epoxy supported films reaches the low value found on the 
thin, 35 nm silicon supported film, appearing substrate 
independent. The friction gradient suggests leaching of 
LMCs from the epoxy into the PMMA, illustrated in 
Fig. 15, essentially softens, or plasticizes, the film and 
reduces the PMMA modulus. 
 

 
 

Figure 15: FFM friction coefficient measurements on 
PMMA reveal interfacial plasticization for films 
supported on epoxy substrates, as low molecular 
weight components leach from the epoxy into the 
PMMA. 

 
 

The extent of the softening, and modulus depression, is 
proportional to the concentration of LMCs (CLMC) at the 
surface, which in turn, is a function of film thickness, δ. At 
a thickness of 100 nm, the friction coefficient matches that 
of the 35 nm Silicon supported PMMA, indicating no 
detectable plasticization, or LMCs, at the surface. This 
interdiffusion across interfaces highlights the importance of 
substrate chemistry for thin film applications. In this case, a 
100 nm thick boundary layer is rheologically modified due 
to the plasticization effects of interdiffused low molecular 
weight components.  
 
 
5.2  Dewetting Kinetics 
 

In the prior discussion, chemical transport processes 
were responsible for rheological modifications. The impact 
associated with physical and dimensional constraints is 
perhaps, less intuitive. Never the less, various groups have 
reported bulk-deviating structural and dynamic properties 
for polymers at interfaces [13, 90-93]. For example, reduced 
molecular mobility in ultra-thin PS films was reported based 
on forward recoil spectroscopy measurements [13].  
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The contribution of the substrate to rheological 
modifications becomes apparent in dewetting studies with 
binary films of PS on polyethylene-co-propylene (PEP), 
which are supported on silicon substrates (high interaction 
surface) [90]. The dewetting kinetics in Fig. 16 were 
determined from a time-series of SPM topography images, 
and reveal a critical PEP film thickness, δCRIT, below which, 
the dewetting velocity (Vd) decreases with decreasing film 
thickness, and above which, Vd remains constant. 
Independent FFM measurements on silicon supported PEP 
films also indicate a critical film thickness, δCRIT, below 
which, the friction decreases with decreasing film thickness, 
and above which remains constant. In both studies, the 
critical PEP film thickness in Fig. 16 corresponds to 
approximately 100 nm. 

 

 
 

Figure 16: Dewetting velocity (vd) and friction (FF) 
measurements on PS/PEP systems reveal a 100 nm 
interfacial boundary layer. Data from reference [90]. 

 
 

The dewetting kinetics and friction forces both suggest 
the presence of a rheologically modified PEP boundary 
adjacent to the silicon interface. For δPEP < δCRIT, the 
decreasing friction represents an increase in the PEP 
modulus. This translates to an increasing glasslike behavior, 
or loss of mobility, as the silicon interface is approached 
through the PEP phase. It is this loss of PEP mobility that is 
responsible for decreasing the dewetting velocity. 

To identify the source of this rheological gradient, the 
PEP-Silicon interactions were effectively masked by first 
spin casting a low interaction foundation layer of 
poly(vinyl pyridine) (PVP) on the silicon. The dewetting 
velocity of the PS/PEP/PVP film is reported as the open box 
in Fig. 16 and remained constant, even at PEP film 
thicknesses below δCRIT. This anomalous finding unveils the 
high interfacial interactions between PEP and silicon as 
responsible for the apparent PEP vitrification inside the 
interfacial boundary.  
 
 
5.3  Disentanglement Barriers 
 

The current picture of the rheological boundary 
attributes its formation to interfacial constraints on the 

molecular mobility. In the past, interfacial effects were 
considered to be confined to the pinning regime, typically 
on the order of a few nanometers. However, FFM 
disentanglement studies on PEP films [94] and NMR tracer 
diffusion measurements in PS [92] have revealed that the 
interfacial boundary may extend up to 10 radii of gyration 
(RG) beyond the interface. Simple surface pinning alone has 
been ruled out since, at this distance, the probability of a 
polymer molecule making direct surface contact is nearly 
zero.  

FFM friction measurements on Silicon supported PEP 
films (RG = 24 nm) offer insight to the source of these far-
field molecular constraints. A transition in the friction 
coefficient at a critical load (P) is seen in Fig. 17. The 
higher friction coefficient below P portrays a dissipative 
behavior consistent with viscous plowing through an 
entangled PEP melt.  
 

 
 

Figure 17: FFM measurements on PEP films reveal a 
critical load (P) marking a transition from viscous 
shearing to chain sliding. Data are from reference 
[94]. 

 
 
At loads exceeding P, the reduced friction coefficient 
represents a chain slipping phenomenon similar to a shear 
banding behavior. Thus, the critical load may be 
conceptualized as an effective activation barrier for 
disentanglement [94]. The boundary layer thickness and 
information about to the conformational structure within the 
boundary are elucidated from the film thickness dependence 
of P:  

(i) The absence of the disentanglement transition (P) in 
the 20 nm films and the ubiquitous low friction, chain 
slipping suggest that the PEP molecules are highly 
disentangled within a sublayer immediately adjacent to the 
substrate. 

(ii) In the 75-230 nm films, the disentanglement 
transition (P) increases linearly with film thickness until the 
bulk P is reached. The sub-bulk P values indicate an 
intermediate regime of partial disentanglement, the extent of 
which diminishes with increasing film thickness until the 
bulk entanglement density is recovered. This far-field 
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disentanglement (~ 10 RG from the substrate) is attributed to 
the strain imposed during spin casting. The preservation of 
the disentangled structure in the melt reflects an anisotropic 
diffusion process where partially disentangled chain ends 
diffuse into the more porous structure [92] of sublayer [94].  

(iii) Finally, for films thicker than 230 nm, the polymer 
behaves like the bulk elastomer and loses any memory of 
the underlying silicon. 

The picture of rheological boundary layers now reflects 
a two phase system comprised of a sublayer and an 
intermediate regime. The mobility constraints are ascribed 
to the strain imposed during spin casting, paired with 
interfacial interactions in the sublayer and anisotropic 
diffusion in the intermediate regime.  
 
 
5.4  Interfacial Glass Transition Profiles 
 

It has been recognized that several factors are 
intricately responsible for the departure of Tg in ultrathin 
films, from the bulk value [27, 44, 45, 95-99]; e.g. the 
proximity of a free surface, substrate interactions, and 
process-induced anisotropy. Here, we address the effects of 
spin casting on the interfacial Tg profile of amorphous 
polymer films, along with the use of chemical crosslinking 
as a mobility control. 

SM-FM Tg measurements on PS films (Mw =12k) are 
presented in Fig. 18. For film thicknesses, δ > 200 nm, the 
Tg values correspond to the bulk Tg of 95oC [24]. A two 
phase boundary layer is encountered within ~200 nm of the 
substrate: (a) Tg values are depressed relative to the bulk in 
a sublayer with a thickness on the order of RG, i.e. one order 
of magnitude beyond the persistence length [100]; and (b) 
Tg values exceed the those of the bulk in the intermediate 
regime. 

This non-monotonic Tg(δ) relationship is interpreted 
considering two competing processes that affect the 
relaxation dynamics: (a) shear induced structuring and (b) 
interdiffusion [92, 94, 101]. Shear structuring creates an 
interfacial region where the spin casting shear stresses 
induce polymer stretching and or disentanglement 
(structural deformation). The second process involves the 
interdiffusion between the entropically cooled interfacial 
region and the unperturbed bulk phase.  

With a strong precedence for shear structuring in PS 
solutions [102, 103] and considering the shear stress profiles 
during spin casting [104], it is reasonable to propose that the 
effects of spin casting extend from the substrate to the 
boundary with the bulk phase. In this scenario, the extent of 
structural deformation is related to the shear stress profile 
during casting. Alternatively, the shear structuring may 
extend only through the sublayer, and interdiffusion alone 
may be responsible for the conformational restructuring in 
the intermediate regime. For this case, the molecular 
mobility is limited by the propagation of holes, or packets of 
free volume, which facilitate conformational rearrangements 
[105]. 
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Figure 18.  (top) Film thickness, δδδδ, dependence of Tg 
for PS films (Mw = 12k) compared to the bulk Tg from 
Fox-Flory theory. (bottom) Rheological boundary 
model for the observed Tg(δδδδ) relation (SL=sublayer). 
Data from reference [89]. 

 
 
Spin casting films of increased molecular weight (Mw) 

had the effect of shifting the Tg(δ) profiles further from the 
substrate, by ~10 nm kDa-1 [89]. The bulk Tg is recovered at 
~250 nm for all films in the Mw range of (12-21 k). The 
influence of Mw on the internal structure of the boundary 
layer appears more pronounced on the sublayer thickness 
than on the far-field boundary of the intermediate regime. 
This suggests that the overall boundary thickness depends 
more strongly on the spin casting shear stresses than on 
molecular dimensions. 

When the molecular weight is increased by crosslinking 
pre-cast PS-BCB films, the Tg(δ) profiles exhibit a similar 
qualitative behavior before and after crosslinking [89], 
indicating a preservation of the rheological anisotropy after 
crosslinking at 250°C, ~150°C above Tg. The crosslinking 
yields an overall Tg increase of 7±3 °C; however, in contrast 
to the MW dependence discussed above, no spatial shift is 
found in the Tg(δ) profiles. Since crosslinking occurs after 
spin casting, the shear stresses that create the shifted Tg(δ) 
profiles are not present. Hence, the Tg(δ) profiles are 
impacted differently for each condition of increased Mw 
because of the sequence of treatments.  

The two phase model for rheological boundary layers 
has evolved to include interfacial interactions that lead to 
the formation of a less dense sublayer adjacent to the 
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interface. The thickness of the sublayer is characterized, in 
part, by the molecular dimensions and the interaction 
potential at the interface. The coupled effects of shear-
induced structuring during spin casting and anisotropic 
relaxation and transport constraints during annealing are 
responsible for the creation of an intermediate regime 
between the sublayer and bulk phase. The overall 
rheological boundary may extend up to two orders of 
magnitude beyond the polymer’s persistence length, and the 
molecular restructuring within the boundary is thermally 
stable well above Tg. Finally, the impact of mobility 
constraints (e.g. crosslinking) on the structure within 
boundary layers depends on the sequence of the film 
preparation process, i.e. constrains incorporated before and 
after casting exhibit different rheological outcomes. Given 
the technological relevance of spin casting, the effect of 
structural modifications in nanoscopic systems is seen with 
wide interest, across many disciplines. In what follows, we 
explore how rheological constraints are encountered in some 
of the mechanical operations involved with nano-electro-
mechanical systems (NEMS).  

 
 

6.  Mechanical Operations in Nanoscopic 
Polymer Systems 
 
The length scales for cooperative molecular motion in 

Section 4 and for interfacial boundaries in Section 5, ranged 
from tens to roughly one hundred nanometers. Compared to 
structures in modern device technologies, e.g. ultrathin films 
and nanocomposites involving sub-100 nm dimensions, one 
can expect a competition between material and device 
length scales. We have demonstrated above, how material 
properties in confined geometries may be modified from 
their original bulk values. At this point, one must anticipate 
the extent to which such rheological modifications 
contribute to current technological challenges.  

Mechanical operations have traditionally been one of 
the most important pathways for technological evolution. 
Normally, the goal lays in maintaining control of some 
particular motion. Currently, one concern deals with the 
implication of finite size effects in the contact mechanics 
associated with nano-electromechanical (NEMS) 
applications. Particularly relevent is the process of scanning 
probe, thermomechanical data storage [3, 106] 

Thermomechanical data storage (TDS) relies on 
writing, reading, and erasing nanometer sized data bits in 
thin polymer films, offering densities up to Tb in-2 [3, 106] 
In essence, the TDS writing operation is a high speed 
(MHz), elastic-viscoplastic polymer indentation process, 
Fig. 19. The polymer storage media must be designed to 
achieve the narrow range of physiochemical properties 
necessary for: high data density, fast data rates, high 
durability, long shelf life, and low power consumption. The 
ideal polymer should be easily deformable for bit writing; 
however, the written bits must be stable against dewetting, 
thermal degradation, and wear.  

Each indented bit represents a metastable state of the 
deformed volume, and will either initiate spontaneous 
dewetting (film instability) or strive for recovery of the 
initial unstressed state (bit instability) [107]. The delicate 
balance between these instability nodes constitutes one 
optimization scenario in the design of polymeric storage 
media. Furthermore, media (and data!) wear must be 
minimized during scanning operations. In particular, 
topographical protrusions, in the form of piled-up rims 
around the indented bits, are regions susceptible to wear. 
The presence of rims also adversely affects the writing 
density. Rims interact non-linearly with adjacent bits, 
lowering the signal-to-noise ratio of bit detection and 
requiring a relaxation of the indentation pitch (data density). 
From the perspectives of media wear and data density, a 
suitable polymer storage media exhibits a weak propensity 
for rim formation during indentation. 
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Figure 19. Scanning Probe, Thermomechanical Data 
Storage: Creating uniform bit indentations in sub-
100 nm thick polymer films requires an understanding 
of the interfacial rheology. 

 
 

In this section, we explore how the material 
modifications associated with dimensional constraints make 
themselves apparent during nano-contacting operations. We 
investigate strain shielding at the substrate interface, and its 
implications on rim formation, during high strain-rate 
indentations in thin polystyrene films. Further, the role of 
material anisotropy in the distribution of indentation loads 
will be elucidated with the interfacial Tg profiles from 
Section 5. First, let us commence with a theoretical 
background for the contact mechanics associated with the 
isotropic bulk-material case.  
 
 
6.1  Indentation Contact Mechanics 
 

During normal indentation of an elastic-plastic material, 
when the yield point of the more ductile material is first 
exceeded, the onset of plastic (anelastic) deformation 
commences. Initially, the plastic region is small and 
completely contained by the surrounding elastic material. 
Hence, the plastic strains are of the same order of magnitude 
as the surrounding elastic strains. The plastically displaced 
material is fully accommodated by elastic expansion of the 



Probing Macromolecular Dynamics and the Influence of Finite Size Effects Sills and Overney  (2006) 
 

 

   
20 

surrounding solid. This is referred to as confined 
deformation because the flowing or plastically deforming 
volume is fully constrained by the surrounding elastic 
medium. As the applied strain is increased, i.e. increased 
load or sharper indenter, a greater pressure beneath the tip is 
required to produce the necessary expansion. Eventually, 
sufficient pressure is achieved where the plastic region 
reaches the free surface, allowing the displaced material to 
escape via unconfined plastic flow along the sides of the 
indenter.  

The onset of plastic yield, or confined deformation, is 
assessed by applying an appropriate yield criterion. The two 
most commonly applied criteria are the Tresca’s maximum 
shear stress criterion, where yielding occurs when the 
maximum shear stress, or half the difference between the 
maximum and minimum principle stresses, reaches the yield 
stress in pure shear or half the yield stress in simple 
compression (or tension) [38]: 
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and the von Mises’ shear strain-energy criterion, where 
yielding occurs once the deformation energy equals the 
deformation energy at yield in simple compression or pure 
shear [108].  Therefore, by the von Mises criterion, yielding 
occurs when the square root of the second invariant, J2, of 
the stress deviator tensor, Sij, reaches the yield stress in 
simple shear or 1/√3 of the yield stress in simple 
compression: 
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where σ1, σ2, and σ3 are the principle stresses in the state of 
complex stress, and k and Y represent the yield stresses in 
pure shear and simple compression (or tension). For detailed 
analysis of the state of complex stress and formulation of 
the yield criteria, the reader is referred to [109]. 

Experiments on isotropic metals support the von Mises 
criterion over Tresca’s; however, the discrepancy between 
the two is relatively small considering the variability in k or 
Y and the inherent anisotropies in most materials [38]. 
Therefore, it is generally acceptable to apply Tresca’s 
criterion for its mathematical simplicity. 

Relating the stresses from the yield criteria to the mean 
contact pressure under the indenter,  

 
 cYpm =  (46) 
 
where, for the onset of constrained plastic yield, c has a 
value of about 0.5 for conical indenters, and may vary 
depending on the indenter geometry and the friction at the 
interface [38]. 

The onset of unconfined plastic flow, i.e. the point 
when the plastic yield zone reaches the free surface, is 
expected to occur when the contact pressure reaches the 
yield stress given by rigid-plastic theory. Based on a number 
of numerical analyses and indentation measurements with 
rigid spheres and cones in elastic-plastic half-spaces, 
Johnson (1985) [38] has determined a value of c ~ 2.8, in 
Eq. 46. 

In the transitional regime, when the contact pressure 
lies between 0.5~3Y, plastic flow is contained by the 
surrounding elastic material. The resulting deformation is 
generally in the form of radial expansion with roughly 
hemispherical contours of equal strain [38]. Based on these 
observations, Johnson (1970) [110] has developed a simple 
cavity model of elastic-plastic indentation, Fig. 20.  
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Figure 20: Cavity model of elastic-plastic indentation 
by a rigid cone. The mean contact pressure, pm, 
directly beneath the contact is supported by a 
hydrostatic core with radius a. Beyond the core, 
unconstrained plastic deformation extends through 
the hemisphere where the pressure exceeds the yield 
stress by roughly three-fold [38]. The plastic front 
with radius c is preceeded by elastic strain that 
accomodates pressures insufficient of producing 
yield.  
 
 
The cavity model assumes that directly beneath the 

indenter contact surface, a hemispherical core with a radius 
equal to that of the projected contact area, a, has a 
hydrostatic stress component equal to the mean contact 
pressure, pm. Immediately beyond the core lies the plastic 
zone, and at the core-plastic boundary, the radial stress 
component in the plastic zone equals the hydrostatic stress 
of the core. Within the plastic zone, stresses and 
displacements have radial symmetry, and the plastic strains 
gradually dimish with increasing radial distance, until they 
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match the elastic strains at the elastic-plastic boundary, c 
(c > a). 

Based on Hill [109], the stresses in the plastic zone, 
a ≤ r ≤ c, are characterized by: 
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and in the elastic zone, where r ≥ c 
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At the core-plastic boundary, the core pressure is given by: 
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Equation 49 implies that the elastic-plastic boundary 
coincides with the core-plastic boundary, c = a, at pm = 
2/3Y, and at reduced pressures, no plastic flow occurs. 
Therefore, the cavity model predicts that the onset of plastic 
yield occurs at pm=2/3Y which is close to the value of c~0.5 
reported by Johnson (1970) [110]. The difference is 
attributed to β, and friction at the interface. 

Radial displacement of matter at the core-plastic 
boundary, r=a, during an increment of penetration, dh, must 
accommodate the volume of material displaced by the 
indenter. Neglecting core compressibility, conservation of 
core volume requires: 
 
 aahaaua d)tan(d)(d2 222 βπππ ==        (50) 
 
The radial displacements within the plastic zone are given 
by [109]: 
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Equations 50 and 51 are used to locate the elastic-plastic 
boundary, c, recognizing that for a conical indenter, 
geometrical similarity of the strain field with continued 
penetration requires dc/da = c/a = constant: 
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The core pressure is determined via substituting c/a into 
Eq. 48, and for an incompressible material, i.e. ν=0.5: 
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The hydrostatic core pressure appears solely dependent on 
the parameter (E/Y)tanβ, which represents the ratio of the 
strain imposed by the indenter (tanβ) to the strain capacity 
of the indented material (Y/E). Generally, the indentation 
pressure under elastic, elastic-plastic, and fully plastic 
conditions is correlated as dimensionless contact pressure, 
Pm/Y, versus dimensionless strain, (E/Y)tanβ. 

The above analysis was limited to elastic-perfectly 
plastic materials with a constant yield stress. Tabor has 
shown that the perfectly plastic analysis may be applied, 
with good approximation, to materials that strain hardening 
according to the power law relation: 
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if Y in Eq. 53 is replaced by a representative flow stress YR 
measured at a representative strain εR, [111]. In Eq. 54, n is 
the reciprocal of the work hardening index, and σo is the 
work hardening coefficient. For a conical indenter, the 
representative strain is approximated by [38]: 
 
  βε tan2.0≈R        (55) 

 
The scenario is somewhat more complicated for the 

case of viscoelastic plastic indentation. Many materials, 
notably polymers, exhibit viscoelastic behavior, which is 
characterized by a time and temperature dependent stress-
strain relationship. The issue becomes one of determining 
the time dependence of the contact area and pressure 
distribution, which result from a prescribed loading. In cases 
where the corresponding solution for a purely elastic 
material is known, the simplest approach to this problem, 
based on Radok, consists of replacing the elastic constant 
with the corresponding integral operator from the 
viscoelastic stress-strain relations, i.e. the creep compliance 
or relaxation functions [38]. 

In the general isotropic case, (E/Y)tanβ captures the 
essence of the mechanics, hence is referred to as the 
rheological factor X. With interfacial systems, where finite 
size effects may lead to material anisotropy, one has to be 
additionally concerned with the direction of the rheological 
gradients. We will show in Section 6.3.2, that the material 
response to indentation is distributed between two 
mechanical scenarios depending on the direction of the 
interfacial modulus and Tg gradients. However, let us revisit 
the TDS recording process, and describe the outcome of the 
indentation process, i.e. a material’s propensity to form 
piled-up rims (or to sink in), in terms of the rheological 
factor X.  
 
6.2  Rim Formation During Indentation  

During indentation of a rigid plastic solid, the displaced 
material appears in the piled-up rim around the periphery of 
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the indentation site. With elastic-plastic materials, some, if 
not all, of the displaced material is accommodated by radial 
expansion of the elastic surroundings. Briscoe et al. have 
found for indentation and scratch hardnesses studies of 
PMMA, the measured yield stress is strongly dependent on 
both the indenter geometry (related to strain) and applied 
strain rate. During normal indentation with conical indentors 
of large excluded angles (β = 75°), PMMA deforms by 
extrusion to the free surface with the creation of a piled-up 
rim. With blunter cones, i.e. lower β, deformation occurred 
elastoplasticly resulting in little or no pile-up [112]. In nano-
scratch studies on PMMA, Adams et al. have demonstrated 
that the height of the pile-up will increase with tanβ [113]. 
In a similar study on polycarbonate, Jardret et al. have 
observed distinctly different pile-up formations on nano-
scratch samples of identical hardness. The difference in pile-
up height is attributed to the strain, with increased rim 
heights for larger strains, i.e larger tanβ [114]. With a 2D 
finite element approach, Ramond-Angélélis has modeled 
piled-up rim formation in viscoelastic-perfectly plastic 
materials as a function of the rheological factor X. These 
results are presented in Fig. 21, and suggest for values of X 
< ~10, the deformation during indentation is mainly elastic 
with little pile-up, and for X > ~100, the deformation is 
primarily plastic resulting in substantial pile-up [115]. 
 

   
 

Figure 21: Cross-sectional view of elasto-plastic 
indentation under load and after unloading for a 
rheological factor, X, ranging from 1-1000. Results 
obtained by Ramond-Angélélis with a 2-D finite 
element model [115] 

 
 

Pile-up formation in viscoelastic materials is also 
dependent on the strain rate. At high strain rates, PMMA 
displays a noticeable strain softening behavior that becomes 
more pronounced with increasingly higher strain rates and is 
absent at reduced strain rates (<~10-5 s-1) [112]. 
Consequently, the yield stress decreases with increased 
strain rate, and is accompanied by the appearance of shear 
bands, which have been attributed to the onset of pile-up 
[116, 117]. The effect of a high strain rate at large strains, 
i.e. high tanβ, may also induce adiabatic heating within the 
shear bands, which would promote large inhomogeneous 

strains, as well as, enhanced strain softening [112]. On the 
other hand, strain hardening tendencies also effect pile-up. 
A large capacity for strain hardening advances the plastic 
zone further into the material, thus decreasing pile-up 
adjacent to the indenter [118]. For an elastic-plastic material 
which strain hardens according the power law in Eq. 56, 
Matthews has proposed the indenter penetration depth, h, 
follows:[118] 
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where ζ represents the vertical dimension with respect to the 
neutral surface of a piled-up rim, or sunken depression, at 
the periphery of the indentation, Fig. 22. 
 

 
 

Figure 22. Peripheral deformation for opposing 
extremes of stress sensitivity. Sunken depressions 
versus piled-up rims for materials that exhibit strong 
versus weak strain hardening susceptibilities, 
respectively. 

 
 
For a conical indenter: 
 
 βζ tanah ≅+        (57) 
 
Combined with Eq. 56, the indentation depth becomes: 
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For h / (a tanβ) > 1 (i.e. n < 3.8), a sunken depression is 
formed, and when n exceeds 3.8, h / (a tanβ) < 1 and a 
piled-up rim is formed. 

In viscoelastic materials, such as polymers, strain 
hardening should not be ignored. The pile-up formed during 
the nano-scratch studies on PMMA revealed a maximum 
hardness value at the rim apex, which decayed 
asymptotically to the hardness of the unperturbed film with 
increasing distance from the indentation site [113]. Both the 
rim height and the extent of strain hardening increased with 
the applied strain, i.e. tanβ [113]. In addition, Adams et al. 
observed that the hardened pile-up of an existing scratch 
reduces the depth of a subsequent parallel scratch within the 
strain hardened area. This is important in the context of 
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thermomechanical data storage where ultra high storage 
densities are sought by minimizing the pitch of indented 
data-bits. A tight indentation pitch with overlapping strain 
hardened zones would likely result in non-uniform 
indentation depths, sacrificing the signal to noise ratio 
during bit detection. 
 
 
6.3  Strain Shielding and Confined Plasticity  
 

Our discussion thus far has been limited to indentations 
in bulk materials. The formation of piled-up rims has been 
attributed to the strain, strain capacity, strain rate, and strain 
hardening susceptibility of the material. In confined 
systems, a rigid boundary interacting with the stress field 
during indentation (bit writing) may alter the stress and 
strain distributions, leading to bulk-deviating mechanical 
responses [119-122]. For indentations in compliant films, 
increased rim heights are observed when elastic strain and 
plastic flow are constrained, or shielded, by a rigid substrate 
[119-122]. In the case of rigid films on compliant substrates, 
the plastic yield of the underlying substrate accommodates 
an enhanced sink-in of the surface around indentation sites 
[120]. For interfacial systems like TDS, one would expect 
the material response to scale with any internal rheological 
gradients (Section 5), in addition to the contribution from 
the underlying substrate.  

The combined influence of rigid dimensional 
constraints and material anisotropy during indentation has 
been addressed with high-rate, SPM indentation studies 
typical of the TDS process [123], and is discussed in the 
following two sections. A representetive indentation is 
pictured in Fig. 23.  
 
 

           

ζζζζ

h

15 nm

Di

250 nm

DR

ββββTIP

 
 

Figure 23.  SPM image and geometric evaluation of a 
residual indentation in polystyrene (Rim height, ζζζζ     ; 
indentation depth, h; rim diameter, DR; and 
indentation diameter, Di). 

6.3.1  Substrate Constraints 
 
For indentation mechanics in confined systems, the rim 

height ζ is influenced by both process conditions (e.g. 
normal force, FN) and geometric conditions (e.g. film 
thickness). Hence, it is natural that the rim height scales 
with the indentation depth, i.e. h(FN), and that substrate 
constraints are best assessed with respect to ratio of the rim 
height to the indent depth, ζ/h. In Fig. 24, the load 
normalized height to depth ratios, h/ζ , are reported for 
indentations in thin polystyrene films (Mw = 12k). For film 
thicknesses, δ, exceeding ~100 nm, the h/ζ  ratio displays a 
constant value of approximately 0.2, which reflects the bulk 
material response. For film thicknesses below 100 nm, the 
rim height increases with decreasing film thickness. This 
behavior depends on the substrate material. The rim 
enhancements were effectively masked by adding a 
compliant 230 nm thick crosslinked buffer film (PS-BCB) 
between the rigid substrate and the indented PS film.  
 

 
 

Figure 24: Strain shielding at the substrate interface is 
evident in the load normalized ratio of rim height to 
indentation depth ( h/ζζζζ ). For PS on a rigid silicon 
substrate, rim heights are enhanced for films thinner 
than 100 nm; a compliant PS-BCB buffer masks the 
substrate constraints.  

 
 

Substrate effects during quasi-static indentations, such 
as enhanced rim heights because of strain shielding, are well 
known for indentation depths exceeding 10 to 30 % of the 
film thickness [119-122]. However, the substrate effects in 
Fig. 24 were observed for residual indent depths 
significantly less than 10% of the film thickness. Elastic 
recovery on unloading may be ruled out [123] based on a 
quasi-static rheological factor of X = 38, which exceeds the 
critical value (~30) for fully plastic deformation [38]. 
Moreover, for X = 38, the elastic-plastic simulations of 
Ramond-Angélélis in Fig. 21, indicate a uniform elastic 
recovery of roughly 10% in both the indent depth and 
diameter [115]. The seemingly far field effects are attributed 
to the high strain rates (2×103 to 1×104 s-1) [123]. These 
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rates exceed those of classical quasi-static indentation, and 
fall within the range of impact dynamics [124]. The main 
difficulty with impact studies is that the inertial and strain-
rate effects are usually coupled [125]. The characteristics of 
wave propagation inevitably depend on the strain-rate 
dependence of the material properties. At strain rates of 
103-104 s-1, polystyrene succumbs to viscoplastic flow at a 
nearly constant flow stress of ~20 MPa [126]. This suggests 
that the propagation speed of a plastic stress wave, 
cp(σ) = (1/ρo ∂σ/∂ε)1/2 (reference [124]), approaches zero 
above the flow stress. ρo is the density of the unloaded 
material, and ∂σ/∂ε is the slope of the stress-strain curve at a 
given strain and strain rate. Thus, any plastic stress waves 
generated in the polymer films are likely to attenuate rapidly 
[124] (exponentially [127]) as they propagate from the 
impact site. Consequently, the energy carried by the 
pressure pulse is dissipated through the plastic deformation 
processes [127]. 

Now, let us consider the nature of these plastic 
deformations, along with any associated interference from 
the rigid substrate. Based on the indentation cavity model in 
Fig. 20, it is reasonable assume that the plastically deformed 
volume is hemispherical with a radius, c, equal to one half 
of the rim diameter, DR, in Fig. 23 [38, 122]. Thus, the rim 
diameter (radius) approximates the penetration depth of 
plastic deformation. In this case, the appropriate scaling 
parameter is the ratio of the depth of plastic deformation to 
the film thickness, c/δ. Under this formalism, the rim 
heights (ζ / h) are revisited in Fig. 25 as a function of c/δ.  
 

 
 
Figure 25: Substrate contribution to strain shielding in 
thin polystyrene films (ζζζζ is the rim height, h is the 
indentation depth, c is the plastic (rim) radius, and δδδδ  
is the film thickness; dotted lines are guides). 
 
 
A sudden increase in the rim height is found when the 

plastic radius exceeds ~65 % of the film thickness. The rim 
enhancement results from elastic strain shielding at the rigid 
substrate, i.e. the material can no longer accommodate strain 
by elastic expansion in the –z direction. The ζ / h ratio 
levels off once the plastic deformation zone comes into 

direct contact with the rigid substrate. The origin of the 
plateau at c/δ > 1 is not entirely clear, but may arise from 
geometric changes of the plastic domain boundary 
(spherical to cylindrical) or from an increasing hydrostatic 
interaction with the substrate. Again, strain shielding was 
effectively masked in systems with a PS-BCB buffer film 
on the silicon substrate, even for plastic zone radii in excess 
of the film thickness. This suggests that, relative to silicon, 
the modulus and yield stress of the crosslinked PS-BCB are 
sufficiently similar to the PS homopolymer to promote a 
more effective stress distribution across the interface. This 
can be referred to as a modulus-matched interface. In the 
absence of modulus-matching, shear stresses will 
concentrate at the interface [128], potentially activating 
dewetting instabilities and compromising film stability. 
 
 
6.3.2 Structural Anisotropy 

 
To this point, the competition between material driven 

length scales and system dimensions emerges with strain 
shielding at the rigid substrate. Now, let us consider the 
influence of structural anisotropy in the vicinity of the 
interface. This discussion is motivated by the findings in 
Section 5.4, which suggest strain and diffusion induced 
restructuring over a length scale on the order of 100 nm. 
The nature of the interfacial Tg profiles in Fig. 18 reveals a 
non-monotonic gradient in the thermomechanical properties. 
That is, along with the Tg, the modulus should be expected 
to follow a similar trend, with a bulk exceeding maximum at 
approximately 60 nm from the interface. Beyond this point, 
the modulus should decrease asymptotically to the bulk 
value, at roughly 150-200 nm from the substrate.  

An effective modulus may be deduced from the residual 
indentation geometry by considering the ratio of pm/tanβ , 
where the mean contact pressure pm represents the applied 
stress, and tanβ is the residual strain. The pressure pm is 
defined as FN /πa2, where a is the contact radius (taken as ½ 
the distance between the rim apices in Fig. 23). The 
resulting modulus gradient with respect to the film thickness 
is pictured in Fig. 26 together with the interfacial Tg profile 
for the same material (Fig. 18).  

Significant similarities exist between the modulus and 
Tg profiles in Fig. 26. Viewing the glass transition as a 
mobility barrier, an increase in Tg offers resistance to 
molecular mobility, and the associated rigidity is 
accompanied by an increase in the modulus. Hence, the 
individual thermal and mechanical responses should be 
expected to coincide. The formation of these rheological 
gradients was discussed in Section 5, and is attributed to 
shear induced structuring during the spin casting process 
and to anisotropic diffusion during annealing. The shape of 
the thermomechanical profile in Fig. 26 implies: for films 
thicker than 150  nm, the material responds like the bulk; for 
film thicknesses between 60-120 nm the surface is more 
compliant than the immediate sub-surface; and for film 
thicknesses below ~ 60 nm, the surface is more rigid than 
the immediate sub-surface. 
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Figure 26. The interfacial thermal and mechanical 
response profiles for thin polystyrene films are 
consistent with the rheological boundary layer model 
in Section 5. The modulus data were determined from 
indentations with applied loads ranging between 170-
190 nN, and the Tg data are from Fig. 18. The dotted 
line is drawn as a guide.  
 
 
Under these conditions, the indentation pressures are 

distributed between two asymptotic limits: (i) a compliant 
surface with a rigid sub-surface and (ii) a rigid surface with 
a compliant sub-surface. For the latter case of a more 
compliant sub-surface, one would expect a negative rim 
height, or enhanced sink-in effect.[120] However, it appears 
that inertial confinement at the rigid substrate 
counterbalances any sink-in tendencies associated with 
material anisotropy.   

Beyond the immediate implications in thermo-
mechanical storage, our discussion shines a new light on the 
development of polymer thin film applications. With an 
understanding of how the interfacial boundary layers are 
formed (Section 5), and knowledge of how they influence 
transport operations, the ability to cater interfacial profiles 
for desired material behaviors offers a new spectrum of 
design opportunity. 

 
 
7. Closing Remarks 
 

Recent SPM developments provide fundamental insight 
into mesoscopic dynamical properties that are relevant in 
nanotechnological applications involving thin films. Two 
methods have been discussed; shear modulation force 
microscopy (SM-FM) and friction force microscopy (FFM). 
The two complementary methods offer the means of 
tracking thermo-rheological transitions in confined 
geometries. SM-FM is a convenient and reliable method for 
determining thermally activated transition points and spatial 
transition profiles in anisotropic systems. A molecular 
analysis of the transition process is obtained with FFM.  
FFM investigations of the dynamics and kinetics in polymer 
films reveal activation energies related to molecular 

relaxations, and provide insight to the finite size limitations 
on structural relaxation near transition points. For instance, 
direct access to the temperature resolved length scale for 
cooperative motion during the glass transition is obtained.  

Nanotechnological thin film applications, such as the 
NEMS process for terabit thermomechanical storage, rely 
on very specific relaxation and transition properties in 
sub-100 nm systems. Ultimately, achieving the desired 
performance goals requires materials with a molecular 
structure that is engineered to function within the system 
constraints.  In polymer films, when film thicknesses are 
reduced to the sub-100 nm scale, the structural, material, 
and transport properties become increasingly dominated by 
interfacial and dimensional constraints. Rheological 
boundary layers are formed at interfaces, due to shear 
induced structuring and anisotropic diffusion during film 
preparation. Rheological gradients near interfaces lead to 
bulk-deviating behaviors. These gradients are quantified 
with interfacial glass transition (Tg) profiles, which provide 
a molecular structural model of the boundary and allow 
characterization of the constraints.  

Continued thin film optimization and development 
efforts focus on utilizing interfacial constraints as 
engineering design opportunities. On the nanoscale, precise 
material engineering is only possible with an understanding 
of the polymer dynamics near interfaces. Tailored relaxation 
properties and enhanced conformational stability may be 
achieved through control of the interfacial conditions, 
molecular weight, crosslinking density, and film thickness. 
Hence, the characterization and control of interfacial 
boundary layers becomes increasingly important to 
nanotechnological applications. In NEMS applications that 
involve thin polymer films, the rheological gradient in the 
boundary region dictates contact pressures; while the 
substrate itself can lead to stress and strain shielding at the 
interface, which compromises film stability. Modulus-
matching techniques, i.e. generating a quasi-continuous 
modulus gradient between opposing faces, offer enhanced 
interfacial stress transmission and improved stability and 
durability of the interface. To this end, a resurgence of 
design methodologies is not impossible, moving from 
traditional scaling approaches, to a mesoscopic approach 
where internal rheological gradients are catered to achieve 
the desired performance characteristics. 
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Symbols 
 

a contact radius, radius of hydrostatic core 
aT thermal (horizontal) shift factor  
c radius of plastic deformation 
cn constant 
C contact stiffness calibration factor 
Cp heat capacity 
Di indentation diameter 
DR rim diameter 
G Gibb’s free energy, shear modulus 
G* reduced shear modulus 
E Young’s modulus 
E* reduced elastic modulus 
EA activation energy 
FADH  adhesion force 
FAPP applied force 
FN normal force 
FF friction force 
h indentation depth, 
H enthalpy, tip height 
kb Boltzman constant 
kT torsional spring constant 
kN normal spring constant 
L cantilever length 
M mass 
n reciprocal of work hardening index 
P pressure 
pm mean contact pressure 
R gas constant, contact radius of curvature 
RG radius of gyration 
S entropy, sensitivity  
T temperature 
Tc critical temperature 
Tg glass transition temperature 
TL cantilever thickness 
TM melting temperature 
TR reference temperature 
Uo activation barrier 
V volume 
Vf free volume 
Vm molar volume 
v velocity 
vd dewetting velocity 
vo characteristic velocity 
W cantilever width 
Y yield stress 
α  thermal conductivity 
β internal damping factor, excluded cone angle 
δ film thickness 
ε strain 
φ stress activation volume 
γ surface tension 
Γ lateral force calibration factor 
µ coefficient of friction 
σ stress 
τ shear strength  
τα alpha relaxation time  
τe extrinsic (experimental) time   
τm intrinsic (material) time  
Ω contact junction volume 
ξ dissipation length 
ζ rim height 
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