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Quantitative methods remain the fundamental approach for hypothesis testing, but in approaches to data
analysis there is substantial evidence of a gap between what is optimal and what is typical. It is clear that
diffusion and dissemination alone are not maximally effective at improving data analytic practices in
clinical psychological science. Amid declines in quantitative psychology training, and growing demand
for advanced quantitative methods, applied researchers are increasingly called upon to conduct and
evaluate research using methods in which they lack expertise. This “research-to-practice” gap in which
rigorously developed and empirically supported quantitative methods are not applied in practice has
received little attention. In this article, we describe how implementation science, which aims to reduce
the research-to-practice gap in health care, offers a promising set of methods for closing the gap for
quantitative methods. By identifying determinants of practice (i.e., barriers and facilitators of change),
implementation strategies can be selected to increase adoption and high-fidelity application of new
quantitative methods to improve scientific inferences and policy and practice decisions in clinical
psychological science.

General Scientific Summary
Making studies more replicable will require more effective use of statistics in research, but there is
a large gap between how statistics are applied in psychological research and how they should be
applied. The current article describes how the lessons of clinical implementation science, which has
focused on getting evidence based treatments into community practice settings, may be applied to
improve research in clinical psychology.
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There is a gap between how psychological science might be
optimally conducted and how it is typically conducted, which
undermines the credibility of research findings. For example,
although 97% of effects in a large scale replication effort were
statistically significant in their original studies, only 36% of those
effects were statistically significant in new, larger samples, with a
median effect size half that of the original studies (Aarts et al.,
2015), echoing earlier concerns that many published research
findings may be false (Ioannidis, 2005). There are many factors
that likely undermine the credibility of current research, but many
of them reflect a gap between how research should be conducted

and how it is conducted. Researchers engage in questionable
research practices (Fiedler & Schwarz, 2016; John, Loewenstein,
& Prelec, 2012) to achieve statistically significant results through
selective testing, reporting, or utilizing other “researcher degrees
of freedom” which can dramatically increase the number of false
positive findings (Simmons, Nelson, & Simonsohn, 2011). This
leads to higher than expected rates of false positives, especially
when research practices are not robust (Ioannidis, 2005; Szucs,
2016). Compounding the problems, researchers then engage in
hypothesizing after the results are known (i.e., HARKing) imply-
ing that post hoc findings are actually a priori (Kerr, 1998).

Clinical psychological science has long faced a similar gap
between what researchers operationalize as optimal treatment and
what occurs in community practice settings (Kazdin, 2008). Re-
searchers have long known that psychotherapy has large effect
sizes when conducted in controlled research settings (Weisz,
Donenberg, Han, & Weiss, 1995), but fails to have much if any
effectiveness in typical clinical samples and settings (Weisz &
Jensen, 2001). Indeed, many fields have struggled to translate
research identifying best practices into meaningful change in real-
world outcomes (Damschroder et al., 2009). For example, studies
have reported that it can take 10 to 25 years for biomedical
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interventions to appear in practice (Contopoulos-Ioannidis, Alex-
iou, Gouvias, & Ioannidis, 2008; Morris, Wooding, & Grant,
2011). In mental health services research, there is evidence for low
availability of both delivery of and training in evidence-based
practices (EBPs). Fewer than 10% of therapists use EBP manuals
(Becker, Smith, & Jensen-Doss, 2013). One study indicated that
most children with disruptive behavior problems in a community
sample were exposed to a broad array of evidence based interven-
tions (such as positive reinforcement or modeling), but most ex-
posure was at too low of an intensity to have a therapeutic effect
(Garland et al., 2010). Only a third of patients with mental health
disorders who received treatment in the past year reported receiv-
ing minimally adequate (i.e., � 2 visits) treatment in the National
Comorbidity Survey Replication study (Wang et al., 2005). Only
17% of university based mental health training programs required
both didactic training and clinical supervision in EBPs (Weissman
et al., 2006), while a typical provider’s caseload features a wide
variety of diagnoses, and therefore might be expected to deploy a
large number of EBPs (Park, Tsai, Guan, & Chorpita, 2018; Weisz
et al., 1995). While a more recent study of MSW programs found
that nearly 90% reported teaching EBPs, but the majority of EBP
instruction was carried out by adjunct faculty, and program direc-
tors reported concern about the competency of core faculty to
teach EBPs as well as low availability of practicum settings in
which to apply them (Bertram, Charnin, Kerns, & Long, 2015).

Implementation science developed in response to repeated ob-
servations of this “research to practice” gap in clinical settings.
Implementation science is a relatively new field in health care that
offers a perspective and methods that could be applied to enhance
the quality of quantitative methods application in psychopathology
research. Evidence suggests that diffusion (the passive spread of
knowledge) and dissemination (targeted efforts at increasing
knowledge) of research evidence for best practices does little to
change behaviors or systems (Davis, Thomson, Oxman, & Haynes,
1995). Diffusion and dissemination efforts often fail to produce
broad-band improvements in practice partially because they only
target knowledge, with the problematic assumption that increasing
knowledge alone will produce behavior (Azjen, 1991; Jensen-Doss
& Hawley, 2010). Rather, there are multiple determinants of
implementation which exist at multiple levels, including charac-
teristics of the intervention itself, intra- and interpersonal factors,
and organizational and systems factors. Successful implementation
is believed to be more probable when these multilevel factors
align. For instance, implementation is more likely to occur when
an intervention is designed to be accessible and have low barriers
to success, people have favorable attitudes, beliefs, skills, and
motivation to engage in a given intervention, are in a peer and
organizational context that supports the use of the intervention, and
are working in a system that has policies which favor implemen-
tation (Damschroder et al., 2009). Identifying and prioritizing
determinants is a critical first step to then inform the selection and
application of strategies that might be used to promote implemen-
tation (Powell et al., 2015). Finally, successful implementation
will not just result in effective practice, but it will alter attitudes
about what is acceptable practice, and produce widespread adop-
tion and deep penetration in specific disciplines that are marked by
sustainable, high fidelity practice with lower barriers to entry
(Lewis et al., 2015; Proctor et al., 2011).

This relatively new field of clinical implementation science may
be a useful lens to view the challenge of creating sustained,
multisystems change to increase the replicability of research. To
date, the “credibility revolution” has led to calls for more trans-
parent and robust approaches to conducting science, including
preregistration of hypotheses; open sharing of protocols, analytic
syntax and data; and collaborative efforts to replicate prior re-
search (Vazire, 2018). The reforms proposed to improve the cred-
ibility of psychological research (such as open syntax and data, or
preregistration) have assumed that applied researchers can effec-
tively evaluate the statistical models that are proposed or used in
data analysis, and that increasing knowledge about improved
methods will naturally lead to improved practice. From an imple-
mentation science perspective, the true impact of a statistical
method on theory, intervention, and policy will depend in large
part on the degree to which it is disseminated, used correctly, in
situations where it is appropriate, and by researchers who are not
experts or did not originate the analytical method. Otherwise, its
application will be limited to a relatively small number of research
teams who can collaborate with a methodological expert.

Herein, we discuss how the perspective and methods of imple-
mentation science may be applied to improve the research-to-
practice pipeline for quantitative methods. To our knowledge, an
implementation science lens has not been applied specifically to
quantitative methods. We discuss how implementation science
could guide research examining the determinants of successful
quantitative methods implementation, outcomes of implementa-
tion effects, and strategies for implementing quantitative reforms.
Finally, we offer examples from the implementation of clinical
interventions to illustrate ways researchers have approached the
integration of evidence-based practices in other domains.

The Connection Between Statistical Analysis and the
Credibility of Research Findings

Variation in how data are processed and analyzed may influence
the credibility of scientific conclusions and reduce the replicability
of specific findings (Schmidt, 2009). Replicability can be opera-
tionalized in terms of reproduction (the same data with a different
analyst), direct replication (the same data collection and analytic
procedures with a new sample), and conceptual replication (re-
peating a hypothesis test with a different, related method). Inter-
ested readers may be directed to an excellent review of issues
around replication by Zwaan, Etz, Lucas, and Donnellan (2017), as
well as associated commentaries.

Replication of findings from tests of clinical interventions may
add new dimensions to the conversation on replicability. Interven-
tions are often changed as they are translated from the research lab
to community environments, preventing strict tests of replication
while increasing the generalizability of intervention research find-
ings. For this reason, hybrid implementation-effectiveness trials
are used to simultaneously test the effectiveness of an intervention
while also testing or observing elements of implementation that
might influence the installation and/or sustainability of an inter-
vention in applied settings (Curran, Bauer, Mittman, Pyne, &
Stetler, 2012). This research is critical because there may be
aspects of research-developed interventions that would be difficult
if not impossible to implement in community clinic settings. Im-
plementation research also describes an “adaptable periphery” of
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elements that can be changed about the intervention or its delivery
without modifying the core elements responsible for change. For
example, effective intervention elements might be modularized to
better fit with the schedule of providers (Lyon et al., 2015), or lay
providers might be used in contexts where mental health profes-
sionals are scarce (Murray et al., 2011).

Decisions about data analysis influence all forms of replication.
For example, even the simplest analytic decisions can influence the
conclusions drawn from a given study, such the treatment of
outliers and non-normal data (Aguinis, Gottfredson, & Joo, 2013;
Osborne, 2002), whether to dichotomize or categorize variables
(MacCallum, Zhang, Preacher, & Rucker, 2002), which covariates
to include (Patel, Burford, & Ioannidis, 2015), and whether or not
to adjust p-critical due to multiple comparisons (Cramer et al.,
2016). Indeed, a recent study demonstrated that when presented
with a dataset and a basic research question, 29 different data
analytic teams used nearly as many different analytic approaches,
with only 69% of groups concluding that the effect was significant,
and effect sizes ranging widely (Silberzahn et al., 2018). In short,
even decisions about data analysis that are made in good faith can
produce variability in research findings.

Some work on the credibility of research findings has focused
on analytic issues, such as how a researcher’s flexibility in the
collection or analysis of data can produce unreliable findings. For
example, a seminal article introduced the notion of “researcher
degrees of freedom,” noting that many decisions that researchers
make (such as the choice of dependent variables, sample size,
covariates, or selective reporting of results) can dramatically in-
crease the number of false positive findings (Simmons et al.,
2011). Similarly, the multiplicity of decisions which occur as a
part of data analysis has been described as the “garden of forking
paths,” such that researchers’ decisions about how to analyze data
often represent only a single representation of how a given hy-
pothesis could be tested (Gelman & Loken, 2013; Rovine &
Molenaar, 2005; Tomarken & Waller, 2003). There have been
suggestions and attempts to change quantitative practice in order to
improve the credibility of research, such as requiring confidence
intervals and parameter estimation (Cumming, 2014), augmenting
p values with confidence intervals and power estimates (Fritz,
Scherndl, & Kühberger, 2013), lowering the value for p-critical
(Ioannidis, 2018), banning p-critical altogether (Loftus, 1996), or
moving entirely away from frequentist statistics toward Bayesian
statistics (Wagenmakers et al., 2018). It is important to note,
however, that nearly all of these proposed methods follow the
same “implementation strategy” format: An article or author
guideline is published, recommendations for improving practice
are provided, and presumably researchers are expected to read,
understand, and successfully implement the recommendations.

Moreover, the conversation on replicability has largely focused
on fields where experimental analysis dominates, with less atten-
tion paid to clinical science (Tackett et al., 2016). Data analyses in
clinical psychology can be very complex, because the field is often
focused on areas such as rare behaviors, high-risk samples, and
mechanisms of change, and extensively uses intervention and
observational designs. For example, intervention or experimental
psychopathology researchers might mix experimental methods
with longitudinal data analytic methods to study how treatment
effects or psychopathology unfolds over both short (Tang, DeRu-
beis, Beberman, & Pham, 2005) and long (Laurenceau, Hayes, &

Feldman, 2007) periods of time. Researchers who study psycho-
pathology might use structural equation (King, Luk, et al., 2018),
latent class (Witkiewitz et al., 2013), or network analysis (Bors-
boom, Cramer, Schmittmann, Epskamp, & Waldorp, 2011) to
study the structure of psychopathology, or use longitudinal models
(King, Littlefield et al., 2018) to study how psychopathology
changes over time. Many clinical researchers must use methods
that account for nesting of observations within clusters (such as
multiple observations of the same people, or multiple clients nested
within providers nested within organizations; McNeish, Stapleton, &
Silverman, 2016). Most researchers who collect data over time must
account for data missing due to dropout (Schafer & Graham, 2002),
and clinical psychologists must contend with heterotypic continuity,
where the same disorder might be expressed with different patterns of
symptoms over time. Moreover, because clinical psychologists study
disorders, symptoms, or behaviors that are infrequent, they often
encounter data that are non-normally distributed (such as binary,
count, log-normal, or zero-inflated distributions). Finally, clinical
psychologists often analyze data from small, hard to reach samples,
which can both limit power and the ability to use “optimal” statistical
methods which may rely on large-sample assumptions.

The Gap Between Optimal and Typical Applications
of Quantitative Methods

We propose that the “intervention” in the implementation sci-
ence of methods is the specific quantitative method being dissem-
inated and implemented. There is substantial evidence of a “re-
search to practice gap,” or a large difference between optimal and
typical data analytic interventions, that mirrors the gap in health
interventions. New statistical methods take a long time to appear in
applied journals, and most statistical methods are rarely used in the
applied literature. Methodological articles are both highly cited
and broadly ignored: Some influential articles manage to receive a
wide audience, but the majority of developments in quantitative
methodology go unnoticed by substantive researchers. Sharpe (2013)
highlighted this contradiction, noting that 16 articles published in
Psychological Methods accounted for half of all citations for that
journal as of 2012; nearly all of these articles were reviews that
provided concrete examples and made recommendations about
how analyses should be conducted. This is not new. in 1992, seven
of the 10 most highly cited articles in psychology were focused on
the application of statistics (Sternberg, 1992). An earlier study in
the biomedical literature indicated that articles introducing an
existing technique to a new audience can reach hundreds of cita-
tions in only 4 to 5 years (Altman & Goodman, 1994). On the other
hand, these articles represent the minority of quantitative research.
Altman and Goodman (1994) showed that new statistical tech-
niques take an average of 4 to 6 years to be cited 25 times in the
biomedical literature. A review noted that the median number of
quantitative articles cited in substantive (i.e., nonmethodological)
articles was one (Mills, Abdulla, & Cribbie, 2010), while 39% of
articles did not reference a single quantitative article. This article
suggested that across 15 years, a typical article published in a
quantitative journal would be expected to be cited only twice by
substantive articles. Taken together, this suggests that new devel-
opments in statistical methods are slowly adopted by applied
researchers, but this process is greatly facilitated by expository
articles.
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Unfortunately, it is hard to estimate the extent to which even
highly cited methodological articles impact practice, as evidence
suggests that basic statistical principles are poorly understood by
most psychologists. Several examples exist. Researchers com-
monly misinterpret p values to represent the strength of an ob-
served effect, or that a nonsignificant p value means that there is
no effect (Nickerson, 2000). They use Cronbach’s alpha to provide
information on the unidimensionality of a scale, yet a scale could
have a high alpha while being comprised of two perfectly uncor-
related subscales that, within subscale, have high alpha (Schmitt,
1996; Sijtsma, 2009). Researchers misinterpret confidence inter-
vals as meaning that 95% of replications of an original study will
contain the estimate, when in fact on average 83% will because
both original and replication means vary around the true effect size
(Belia, Fidler, Williams, & Cumming, 2005; Cumming, Williams,
& Fidler, 2004). Researchers often believe that linear models (such
as multiple regression) require normally distributed data, but the
only assumption of normality is for residuals (Williams, Grajales,
& Kurkiewicz, 2013).

Problems in the interpretation of statistical principles are likely
driven in part by researchers’ reliance on statistical rules of thumb
and archetypes rather than statistical thinking, which reflects an
active process where a theoretical problem is connected with real
data though a statistical model (see Wild & Phannkuch, 1999 for
an in-depth discussion). Instead, researchers rely heavily on
“mindless rituals” (Gigerenzer, 2004) and “magic numbers” (such
as for sample size, Kar & Ramalingam, 2013; or for model fit,
Marsh, Hau, & Wen, 2004) to perform and interpret statistical
models rather than applying statistical thinking. Null-hypothesis
significance testing (NHST) is one clear example of a mindless
ritual, where researchers inspect p values to make a yes/no deci-
sion about their hypothesis (Gigerenzer, 2004). Another long-held
rule of thumb is that a sample size of 30 per cell was sufficient to
detect differences across groups (Wilson Von Voorhis & Morgan,
2007). Rituals, rules, and magic numbers can be helpful checks
against common errors in human judgment (Tversky & Kahneman,
1974), but when they are used inflexibly or in a context where
developments in the quantitative literature are largely ignored, they
can become quickly outdated. For example, researchers tend to
rely on strict cutoffs to adjudicate model fit, such as CFI � .95 or
RMSEA � .05 (D. L. Jackson, Gillaspy, & Purc-Stephenson,
2009). The highly cited article on model fit by Hu and Bentler
(1999) is most often cited as providing strict cutoffs for determin-
ing model fit. Yet that article only simulated model fit for a
specific factor model (where loadings � .70), and subsequent
research has suggested that what comprises “good” model fit can
very much depend on the characteristics of the true model (Chen,
Curran, Bollen, Kirby, & Paxton, 2008; McNeish, An, & Hancock,
2018), meaning that the results of Hu and Bentler’s (1999) original
work may not generalize to many cases of SEM where it is cited.
In other words, “golden rules” for model fit should be taken to be
neither golden nor rules (Marsh et al., 2004). Indeed, statistical
“myths” are so common that entire books have been dedicated to
falsifying them (Lance & Vandenberg, 2008).

There are frequent errors in reporting descriptive and inferential
results in published literature. For example, a review of social
psychology journals found that half of a sample of articles con-
tained at least one sample mean or standard deviation inconsistent
with the reported sample size, and 20% contained multiple incon-

sistencies (Brown & Heathers, 2017). For example, 14% of p
values were inconsistent with the reported statistics (such as t or z
test values) in a review of two psychiatry journals (Berle & Starcevic,
2007). Similar studies have reported error rates of 11% in high impact
journals (Nature and British Medical Journal; (García-Berthou &
Alcaraz, 2004) and 18% in a broad survey of psychology (Bakker &
Wicherts, 2011). A recent survey of all articles published in APA
flagship journals from 1985 to 2013 indicated that half of articles that
used NHST had at least one p value that was inconsistent with the test
statistics reported, and inconsistencies that would have altered statis-
tical conclusions of the article ranged from 6–16% across journals
(Nuijten, Hartgerink, van Assen, Epskamp, & Wicherts, 2016). In
short, even simple statistics such as p values are frequently misre-
ported, often in directions that alter the study’s conclusions in favor of
the researcher’s hypotheses (Bakker & Wicherts, 2011). This suggests
that the current approach to peer review is insufficient to detect and
correct errors, even in articles using basic statistics.

There are no parallel studies on the frequency of analytic or
reporting errors of more complex statistical models that often
characterize clinical psychological science. However, there are
many examples of methodological reviews that note common and
longstanding errors in the application of methods. For example,
Miller and Chapman (2001) described decades of methodological
commentaries on the difficulties of adjusting predictor effects for
covariates (that is, “Lord’s paradox”; Lord, 1967), and showed
how misunderstandings persisted in the applied literature. Indeed,
researchers still struggle to interpret covariate effects, confounding
and suppressor variables (MacKinnon, Krull, & Lockwood, 2000;
Westfall & Yarkoni, 2016). Cohen (1962) famously described how
small sample sizes in many psychological studies left them under-
powered to detect small or medium effects, and 27 years later,
Sedlmeier and Gigerenzer (1989) showed that power was almost
ubiquitously absent of mention in psychological studies. Fiske and
Campbell (1992) noted that in spite of over 2,000 citations of their
influential article on construct validity (Campbell & Fiske, 1959),
little progress had been made in improving the link between
psychological methods and psychological constructs. Indeed, the
debate over the use of NHST (Nickerson, 2000) highlights the
challenges of changing common statistical practices of applied
researchers.

There are many examples of the limited effects of diffusion and
dissemination in the methodological literature. Often the introduc-
tion or reintroduction of a method is followed by a burst of
research applications, then by a cautionary review of methodolog-
ical problems with those applications. For example, Nagin (latent
class growth, Nagin, 1999) and Muthén (growth mixture, Muthén
& Shedden, 1999) introduced exploratory variants of latent trajec-
tory modeling that classified individuals into latent classes based
on commonalities in their patterns of change over time. Research
on latent class growth and growth mixture took off rapidly, with
hundreds of applied examples in the years following the publica-
tion of these articles (Bauer, 2007). Subsequently, a series of
methodological articles began to suggest that the solutions ob-
tained from latent class and growth mixture models were not as
deterministic as applied authors reported them. For example,
Bauer and Curran (2003a, 2003b) showed that latent class solu-
tions were influenced by skew and non-normality in the data.
Jackson and Sher showed that class solutions were influenced by
the number and timing of assessments, using different indicators of
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the same outcome, or by the threshold that was used to define a cut
score (K. M. Jackson & Sher, 2005, 2006, 2008). Finally, Sher,
Jackson, and Steinley (2011) showed that studies repeatedly iden-
tified the same four trajectories of change over time (i.e., the “cat’s
cradle” pattern of steady high, steady low, increasing, and decreas-
ing classes). In short, latent class/growth mixture solutions seemed
to be strongly influenced by methodological factors, and generally
should be taken as exploratory rather than confirmatory, yet ap-
plied researchers have generally ignored these cautions (Bauer,
2007).

We do not argue that clinical science has failed to adopt novel
quantitative methods, but that the adoption of novel methods is not
followed by a substantial increase in the quality of research using
those methods. In other words, new methods may be adopted, but
adoption is slow, partial, and without fidelity. Often the process of
adoption, even with high fidelity, produces new problems (e.g.,
McNeish et al., 2016; Sher, Jackson, & Steinley, 2011) and threat-
ens the development of a cumulative clinical science. From an
implementation science perspective, this may be because the cur-
rent model of spread is largely reliant on diffusion and dissemi-
nation (defined below), with little attention to the determinants that
shape the implementation of new practices or the strategies that
might improve their implementation. Replicability in clinical psy-
chology will not be improved by mere transparency if reviewers
and readers are ill-equipped to understand statistical models. Sta-
tistical directives such as changing p value cutoffs (Benjamin et
al., 2018) or requiring effect size estimates and confidence inter-
vals (Cumming, 2014) or Bayes factors (Wagenmakers et al.,
2018), will not be effective if the average reader or reviewer
cannot understand whether the model that produced those statistics
is trustworthy. New methods will not be integrated if universities
do not support statistical packages that facilitate these methods, or
faculty/instructor professional development to bring appropriate
training and consultation in-house.

How Can We Improve the Application of Quantitative
Methods in Research?

Diffusion and dissemination. In order to build toward a rep-
licable, cumulative science of clinical psychology, it is critical to
improve how applied researchers use, interpret, and report statis-
tical analyses (which we generally refer to below as “methods”).
To date, researchers have tried a range of strategies representing
diffusion, dissemination, and implementation activity to promote
change in quantitative methods. Diffusion—or the passive spread
of innovations—is the most common strategy. Much like in the
clinical literature where treatment developers would rely on manuals
to diffuse information to providers, quantitative researchers rely on
articles in methodological journals to describe methodological inno-
vations. Dissemination—delivery of targeted information to specific
audiences—is also common, where researchers write tutorials ex-
plaining innovations for applied audiences, or offer training
through websites, workshops, preconferences, or summer insti-
tutes. Similar to the clinical intervention literature where continu-
ing education workshops are the status quo, these brief trainings
are insufficient for achieving competent application. For example,
MacCallum’s cautions against dichotomization of continuous vari-
ables is highly cited (MacCallum et al., 2002), and has likely
influenced a generation of researchers to avoid this questionable

practice. However, it is also important to note that this advice
followed articles one (Hunter & Schmidt, 1990) and two (Cohen,
1983) decades prior that essentially delivered the same cautions,
and itself was followed by further research attempting to under-
stand why researchers might dichotomize a continuous variable
(DeCoster, Iselin, & Gallucci, 2009), highlighting the slow and
incomplete nature of dissemination.

Active efforts to integrate new practices in routine settings, has
been more rare. Similar to treatment guideline efforts, the most
popular discrete implementation strategy is the mandate or guide-
line. Indeed, some organizations have offered analysis or publica-
tion guidelines or standards around statistical methods. For exam-
ple, experts in clinical trials methodology developed the
CONSORT guidelines to improve the reporting of randomized
control trials (RCTs; Moher et al., 2012), which was simultane-
ously published in dozens of medical journals. The APA Publica-
tion Manual provides standards for reporting many basic statistics
(American Psychological Association, 2010), and editors and ed-
itorial boards have tried to shape how authors report studies, such
as banning or requiring more stringent p values (Finch et al., 2004;
Ioannidis, 2018), or implementing incentives to promote specific
practices such as data or materials sharing (Kidwell et al., 2016).

Systematic attempts to improve the quality of data analysis in
clinical science will require multifaceted strategies. First, to create
or choose effective strategies to implement statistical methods that
will result in widespread adoption and sustainment of new statis-
tical methods in appropriate ways, it is important to understand the
determinants, or barriers and facilitators, of methods implementa-
tion. Second, methodologists will need to develop ways to measure
methods “fidelity” (i.e., adherence to best practices and compe-
tency in using a statistical method), and ways to communicate this
information to target stakeholders (e.g., trainees, scientists, review-
ers, editors, funders, organizations). To understand success, it may
be important to consider other implementation outcomes beyond
fidelity, such as adoption, sustainment, and or penetration, to evaluate
implementation efforts. Given that much of quantitative research
focuses on efficacy (i.e., whether a method provides accurate param-
eter estimates under varying simulated conditions), it will be less
important to define and measure whether or not a method works, but
instead to understand how well a suggested method works when used
by applied researchers in real data. Finally, it will be critical to
develop evidence-based implementation strategies that can effectively
change practices by targeting the known determinants of methods
implementation.

One important principle of applying implementation science to
improving methods is that it is best applied to methods that applied
researchers will frequently use. Moreover, many approaches to
disseminating research methods are aimed at developing compe-
tent users, rather than experts. Much like the community therapist
who sees a wide variety of patients with diagnoses that might
require a wide variety of EBPs (Chorpita, Daleiden, & Weisz,
2005b; Weisz et al., 1995), a typical applied user may be required
to competently use or evaluate a wide variety of data analytic
methods. Thus, an implementation approach considers how to
support a generalist approach to data analysis for most applied
researchers. In this way, a quantitative implementation science
perspective can coexist with the team science approach, where
projects are conducted by teams of subject matter experts rather
than generalists, and which would argue against the need for broad
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implementation of statistical methods (Bennett & Gadlin, 2012;
Börner et al., 2010). Indeed, some have argued for subject matter
experts for psychological disorders that are rare or involve highly
complex treatments that are difficult to sustain with fidelity
(Comer & Barlow, 2014), and it will be similarly important to
identify statistical methods that have a low cost-benefit ratio for
many to learn and implement, and therefore might more efficiently
rely on expert consultants.

However, it is still important that all researchers understand
fundamental statistical principles like probability, correlations, and
t tests, as well as the tools used for inference like NHST, effect
sizes, and confidence intervals. Without this basic understanding,
applied psychologists would be unable to develop a sense of a
cumulative literature, as their ability to review literature would be
limited to checklists of which studies did or did not find significant
effects, ignoring direction, magnitude, precision, or potential mod-
erators of effects. Moreover, if it is true that well-funded clinical
trials are likely to have a dedicated methodologist, several reviews
suggest that the reporting of both preclinical (Landis et al., 2012)
and clinical trials (Turner, Shamseer, Altman, Schulz, & Moher,
2012) are inadequate, even with widely disseminated reporting and
data-analytic guidelines for the analysis of clinical trials (e.g.,
CONSORT, Schulz, Altman, & Moher, 2010). In short, even in
science teams, all researchers will at least need generalist training
in the basics of quantitative methods.

Implementation Determinants

There are many factors that might influence the adoption of new
methods or implementation of new methods with fidelity. Dam-
schroder and colleagues integrated a large body of existing knowl-
edge on organizational change to catalog the multilevel influences
on implementation of innovations in their Consolidated Frame-
work for Implementation Research (CFIR; Damschroder et al.,
2009). This perspective recognizes that there are multiple systems
and stakeholders at many levels that influence the implementation
of any innovation, and that characteristics of the intervention, the
individual who applies it, and the context in which it is applied all
may influence implementation success. Although implementation
science has not developed a formal unifying theory of behavior
change, all frameworks, theories, and models describe implemen-
tation as being influenced by multiple levels of the ecological
system in which it occurs emphasizing the influence of interactions
between individuals (and their knowledge, motivations, and be-
liefs) and their environments to ultimately influence behavior and
behavior change (Glanz & Bishop, 2010; Richard, Gauvin, &
Raine, 2011). In other words, it is not enough to increase applied
researchers’ knowledge, skills, or motivation to use a new analytic
method if their research environment does not facilitate or support
the use of that method, if the method itself is too difficult or
expensive to apply, or if journal or grant reviewers expect or
request that inferior methods are used. Figure 1 lists the CFIR
constructs across multiple levels of influence.

Characteristics of the method. Implementable interventions
are likely to have an evidence base that suggests the intervention
provides some relative advantage to existing methods (Cadarette
et al., 2017). In terms of methods, this may be evidence that a
method can answer questions that are of interest to researchers,
that will match (or is robust to) the types of data that they face, and

be better than what they are currently doing. An interesting exam-
ple of this is that hierarchical linear models almost entirely dom-
inate the analysis of nonindependent data, even while alternative
methods (such as generalized estimating equations) can provide a
more parsimonious, robust, and often analytically equivalent way
of analyzing clustered data (McNeish et al., 2018). Making the
intervention adaptable to a researchers’ specific needs, and that
have a user-friendly design with low complexity will also influence
adoption; interventions that are seen as flexible and relatively easy
to use are much more likely to be adopted than those which are
inflexible or have a high skill or knowledge barrier to use. The
popularity of the PROCESS macros for testing mediation and
moderation (Hayes, 2012), and Excel spreadsheets (Dawson, 2014) or
online tools (McCabe, Kim, & King, 2018; Preacher, Curran, &
Bauer, 2006) for probing interactions, highlight the importance of
reducing complexity as a means of increasing adoption of quantitative
methods. In a review of statistical practices in the published literature,
Kirk (1996) noted that some statistical information was more com-
mon (such as R2 as a measure of effect size in regression) than others
because it was commonly included in statistical output. Finally, the
cost of a new quantitative method will certainly influence adoption,
either in terms of the financial cost of software or the time-cost
required to learn a method in a given software package.

Individual characteristics. Implementation science has drawn
upon multiple models of behavior change (Azjen, 1991; Gerrard,
Gibbons, Houlihan, Stock, & Pomery, 2008; Glanz & Bishop,
2010; W. R. Miller & Rose, 2009), to understand inter- and
intrapersonal factors that influence behavior change, and we be-
lieve it may also be applied to the implementation of research
methods. The presence of rules of thumb and heuristics about data
analysis indicate that injunctive and descriptive peer norms, or the
belief that other researchers, reviewers, editors, or funders use
certain methods, and believe that using some methods are accept-
able, likely influence the adoption of new quantitative methods.
This can both foster or dissuade good practices; for example, a
review of management researchers suggested that many question-
able research practices (such as HARKing or selective reporting of
results) were actually encouraged by reviewers or editors (Banks et
al., 2016). Researchers will be more likely to adopt an innovative
method if they have knowledge and positive beliefs about the
method, self-efficacy to use the method themselves, they are have
perceived behavioral control that they can adopt a new method,
and the new method matches their needs and available resources

Figure 1. Multilevel determinants of quantitative methods implementa-
tion. See the online article for the color version of this figure.
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(Azjen, 1991; Cook, Lyon, Kubergovic, Browning Wright, &
Zhang, 2015). Finally, motivation and goals are critical. Research-
ers should believe it is important and feasible for them to adopt
and use a new method, be interested in adopting new analytic
methods (W. R. Miller & Rose, 2009), and see a relative benefit of
adopting a new method that is not in conflict with their personal
goals (such as publishing and obtaining funding). Motivations and
goal conflicts may loom large, especially when there are discrep-
ancies between what is best for science (building a credible evi-
dence base) and what is best for scientists (publications, grants,
and awards; J. Sakaluk, personal communication, October 19,
2018). These conflicts may be especially strong when a field has
yet to adopt new norms around open and transparent practices in
science.

Inner setting. Finally, it is important to acknowledge that
implementation will be more widespread when the organizational
context where the research is conducted (i.e., the inner setting) has
a positive implementation climate, defined as one that expects,
supports, and rewards implementation of the innovation (Klein &
Sorra, 1996). The culture of scientific contexts (i.e., the values,
norms, and basic assumptions of an organizational context) will
influence successful implementation. For example, support for
teaching advanced (or improved) quantitative classes in training
programs will be affected by perceptions of faculty about the need
for statistical reform, as well as the availability of expert resources
(such as quantitative psychologists) to provide training and con-
sultation. As noted above, the evidence suggests that the availabil-
ity of quantitative experts in doctoral programs is declining even as
the complexity of analytic methods is increasing (Aiken, West, &
Millsap, 2008). Organizational rewards and incentives, such as
hiring, promotion, and tenure criterion that incentivize best prac-
tices will also influence implementation. Unfortunately, models of
research success that emphasize individual scientific contributions
(e.g., acting as a principle investigator for research grants or
serving as the first or senior author for research articles) explicitly
disincentivize activities that might promote improved implemen-
tation of methods in an organization. For example, individuals that
work to bridge the gap between quantitative and applied science
may be underrecognized by organizations that do not reward
collaborative research efforts (Sharpe, 2013).

Outer setting. The larger context (such as professional orga-
nizations, journals, and funding agencies) in which research occurs
will also influence implementation, and some aspects of the inner
setting (such as rewards, incentives, and culture) will also be
observed in the outer setting. External policies that are enacted by
journals (i.e., Finch et al., 2004; Kidwell et al., 2016) or funding
agencies (such as the new “Rigor and Reproducibility” section for
NIH grants), and incentives (Maner, 2014; such as recognition for
open science practices) will be critical to promoting improved
statistical practices.

Strategies to Improve Implementation

Although there are many strategies that can be used to improve
implementation (Powell et al., 2015), we focus on a subset here
that are especially relevant to quantitative methods given the
known determinants that are relatively ubiquitous: exnovation,
shaping, and augmentation; training; consultation and supervision;
feedback; and guidelines and standards. Importantly, implementa-

tion strategies (such as checklists or feedback tools) should not be
viewed as substitutes for improving statistical learning among
researchers, but rather tools that can augment existing knowledge
to maintain fidelity to best practices. Implementation will be
maximized when applied researchers’ statistical thinking is im-
proved, and when systems, contexts, and tools facilitate optimal
statistical practices.

De-implementation, shaping, and augmentation. Improving
the implementation of quantitative methods will involve finding
methods to encourage researchers to abandon ineffective or inferior
practices (de-implementation), shape or augment existing practices to
improve them, as well as increase the use of novel and/or more
effective practices (Prasad & Ioannidis, 2014). A de-implementation
goal might be to stop using null hypothesis testing (Loftus, 1996), or
to stop interpreting coefficient alpha as a test of a scale’s unidimen-
sionality and validity (Sijtsma, 2009). One example of shaping is
reflected in developments in mediation. As awareness of the short-
comings of the Sobel test for estimating the significance of mediated
effects has grown (MacKinnon, Lockwood, Hoffman, West, &
Sheets, 2002), researchers have increasingly used bias-corrected boot-
strap standard errors, joint significance and Monte Carlo methods,
although the Sobel test is still frequently applied (Hayes & Scharkow,
2013). This reflects changes in some aspects of how tests of mediation
are conducted (estimating significance and confidence intervals), but
not others (computing the mediated effect using the product of coef-
ficients). An example of augmentation, adding materials or compo-
nents to improve an existing quantitative method, is represented in the
development of graphical tools for testing and interpreting interac-
tions which plot confidence intervals, regions of significance, and
even the underlying data (McCabe et al., 2018; Preacher et al., 2006),
but do not represent a substantive change in the computation or
interpretation of interactions.

Training. There are numerous problems with how statistics
are taught to undergraduate and graduate students. Classes are
often taught by statisticians rather than applied analysts, who bring
an overly mechanical focus on mathematics. When combined with
students’ own anxiety about math and statistics, this leads to low
statistical literacy and difficulty generalizing statistical knowledge
to new substantive content (Tishkovskaya & Lancaster, 2012).
Students often have limited access to faculty who have primary
training in statistics or methods as well as a shortage of quantita-
tive training programs (Aiken, West, Reno, Kazdin, & Sherman,
1990). Graduate programs infrequently require full courses in
advanced methods (Aiken et al., 2008), and often provide only
limited training in statistical approaches and methodologies spe-
cific to clinical psychology (Bransford, Brown, & Cocking, 2000).

The shortage of methods training is especially problematic for
students in APA-accredited clinical psychology doctoral programs.
APA accreditation standards are vague as the to the level of
statistical competence students must achieve. The implementing
regulations state only that doctoral trainees should be exposed to
“doctoral level training in research methods, statistical analysis,
and psychometrics,” but acknowledge that programs will vary in
what they include in this topic of discipline specific knowledge
(Commission on Accreditation, 2017). One study of clinical psy-
chology programs reported findings in line with the work of Aiken
and colleagues (Aiken et al., 1990; 2008): Nearly all programs
required courses in experimental design and analysis, regression,
and introductory measurement, but few programs required meth-
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odological courses beyond these foundational courses, and �10%
of clinical program directors believed this training sequence was
insufficient (Rossen & Oakland, 2008). This is compounded by the
time demands placed on students both in terms of the typical
amount of clinical training required to become proficient in clin-
ical practice, as well as the number of additional courses that are
required by the APA to obtain a breadth of training in all of
psychology. This substantially limits clinical doctoral students’
ability to obtain more advanced training in research methods and
to effectively prepare them for a career in clinical psychological
science.

There are also a variety of professional development opportu-
nities, workshops, and courses offered as preconference meetings,
stand-alone daylong (or multiday) workshops, or online courses,
but there is no research on the quality or efficacy of professional
development for quantitative methods, or even descriptive studies
of their content or instructional approaches. The literature on adult
professional education, and specifically of postgraduate medical
and mental health education, suggests that the impact is likely to be
limited, particularly if they emphasize didactic instruction and do
not provide opportunities for supervised practice with feedback
(Davis et al., 1995; Lyon, Stirman, Kerns, & Bruns, 2011). A
substantial body of evidence has suggested that passive learning
methods, such as reading textbooks or articles or attending didactic
workshops, may produce small increases in knowledge, but gen-
erally fail to produce lasting changes in practices that are sustained
over time, or produce mastery of new skills (Beidas & Kendall,
2010; Herschell, Kolko, Baumann, & Davis, 2010).

For both pre- and postgraduate training, it will be critical to
apply best practices in education to statistics training. Lovett and
Greenhouse (2000) outlined principles of best practices in statistics
education, such as that (a) students learn best what they practice,
(b) knowledge is specific to the context of learning, (c) learning is
more efficient when errors are corrected quickly, (d) new knowl-
edge must be integrated into existing knowledge, and (e) efficiency
of learning decreases under higher cognitive load (pp. 196–197).
These principles mirror the broader evidence base that effective
learning is influenced not only by the specific practices of teach-
ing, but also by the multiple contexts in which learning occurs
(Bransford et al., 2000; Rakovshik & McManus, 2010). Statistical
courses and workshops thus may be maximally effective when
students are able to practice their new knowledge on data sets that
are familiar to them (e.g., by writing the results section for an
empirical research paper as the final assignment for a course), and
when they are able to get feedback from instructors on their work,
but it will be critical to empirically evaluate this hypothesis.

Consultation and supervision. A common challenge with
statistical education is that there is some time between when
knowledge is acquired and when it is applied. Thus, ongoing
consultation and supervision is often critical to consolidate knowl-
edge, and to ensure and maintain ongoing fidelity. Even trainings
that do produce increases in knowledge or skills (such as training
in motivational interviewing) have been shown to produce rever-
sals of such gains when they were not paired with ongoing con-
sultation or supervision (W. R. Miller, Yahne, Moyers, Martinez,
& Pirritano, 2004). Moreover, the content of consultation and
supervision is important. Models of supervision from clinical
research suggest that “gold standard” supervision is comprised of
fidelity monitoring, skill building, review of actual practices and

symptom monitoring (Dorsey et al., 2013). Behavioral rehearsal
may be an especially effective skill building tool as it efficiently
combines a means of fidelity monitoring, skill building, and re-
view of practices (Dorsey et al., 2017, 2013). However, it is
important to note that in community practice settings, behavioral
rehearsal and other methods for observing clinician skill are rarely
used (Dorsey et al., 2018). However, these methods may be used
more often in organizations with more positive implementation
climates (Lucid et al., 2018). This literature would suggest that the
optimal quantitative or methodological consultation and supervi-
sion would consist of some version of behavioral rehearsal (such
as coreviewing code, or analyzing data with a trainee).

Feedback. Feedback, or giving providers data on their perfor-
mance, is thought to be critical to improving professional practice.
A meta-analysis of 118 RCTs suggested that feedback can produce
small to medium sized effects on the performance of professionals
in health care settings (Jamtvedt, Young, Kristoffersen, O’Brien,
& Oxman, 2010). Feedback on quantitative methods may be easy
to develop, in one way, in that many diagnostic tools (such as
residual plots) and interpretative guidelines could be automatically
provided in statistical output. Feedback may be more successful
when it focuses on improving task motivation and learning or
when paired with a clear goal, while praise or discouraging feed-
back may actually worsen performance (Kluger & DeNisi, 1996).

Guidelines and standards. Manuals and practice guidelines
have become popular methods for disseminating standards of
evidence based practice (Corrigan, Steiner, McCracken, Blaser, &
Barr, 2001). Many statistical methods have excellent textbooks
that serve as resources to practitioners, and guidelines are similarly
widespread. Lang and Altman (2016) developed a comprehensive
set of guidelines for reporting standards of most statistical methods
reported in the biomedical literature. The Enhancing the Quality
and Transparency of Health Research (EQUATOR) network (www
.equator-network.org) compiles reporting guidelines for a wide
variety of study designs. Some research on reporting guidelines
suggests that they can indeed improve reporting practices in jour-
nals, but also suggests that these improvements are relatively
modest (Peng, Chen, Chiang, & Chiang, 2013). However, in the
same way that most clinical psychologists do not adopt and follow
treatment manuals exactly (Chorpita, Becker, Daleiden, & Ham-
ilton, 2007), statistical manuals and guidelines must be imple-
mented in a way that maximizes their efficacy. Moreover, to
improve sustainability, their efficacy should be evaluated, as ef-
fective guidelines or manuals may be more likely to be sustained
over time. During Geoff Loftus’ term as editor of Memory and
Cognition, for example, p values were banned, but almost imme-
diately returned in the subsequent editor’s term (Finch et al.,
2004), suggesting that the guidelines may have been effective in
terms of reducing reports with p values, but were unsustainable
without broader support from the journal or community of scien-
tists publishing in that journal. Another review of 150 articles in
the Journal of Applied Psychology suggested that APA guidelines
on statistical reporting were inconsistently applied (Finch, Cum-
ming, & Thomason, 2001). Guidelines are less likely to be fol-
lowed when they require new knowledge or skills, or when they
conflict with the norms of an organization, while those that are
easy to understand and implement which can utilize existing
resources are more likely to be followed (Burgers et al., 2003;
Francke, Smit, De Veer, & Mistiaen, 2008).
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It may be that more active and adaptive deployment of innova-
tions would improve their efficacy. For example, Chorpita’s man-
aging and adapting practice (MAP) model leverages existing in-
tervention content elements drawn from hundreds of trials and
packages them in an adaptive system that provides resources to aid
practitioners to deliver optimal, evidence based practices for their
patient population (Chorpita, Daleiden, & Collins, 2014; Southam-
Gerow et al., 2014). Redesign of the typical ways statistical meth-
ods are packaged and made available to users could similarly guide
applied researchers toward a statistical model that fits a particular
problem they are trying to solve. However, if there is not an exact
match (e.g., the distributional properties of the data do not fit the
proposed analysis), there could be suggested analyses or methods
to augment analysis, to provide some optimal balance between
rigidly applying some analytical standard and ignoring problems in
data or analyses (Chorpita, Daleiden, & Weisz, 2005a).

Checklists are another example of guidelines that may be espe-
cially effective in ensuring quality practice. Checklists have been
proposed to aid in peer review (Moher et al., 1995; Parker et al.,
2018), to improve qualitative research (Power & Williams, 2001),
or to evaluate RCTs (Turner et al., 2012). For example, Lang and
Altman (2016) published the Statistical Analysis and Methods in
the Published Literature (SAMPL) guidelines, intended to serve as
a generic “guide to authors” for reporting a wide variety of
statistical analyses common to biomedical research). Checklists
can serve as memory aides even for overlearned tasks to ensure the
consideration of all steps in a complicated process. However, it is
important to note that some evaluations have suggested that check-
lists may have a limited impact, and it may depend on the degree
to which checklists are deployed passively or actively. One study
suggested that journals that enforced reporting standards for RCTs
(the CONSORT guidelines; Schulz et al., 2010) exhibited im-
proved, but still suboptimal, reporting of clinical trials. An RCT
suggested that a statistical peer reviewer improved the quality of
analyses in peer reviewed research, but suggesting a checklist of
reporting guidelines to reviewers did not (Cobo et al., 2007).
Finally, job aids, which are well-crafted, visualized forms of
performance support tools, achieve many of the same functions of
checklists by prompting specific behaviors at the point where they
are typically performed. Job aids may be digital or printed and
should address some of the most common, avoidable mistakes that
tend to occur in the application of statistical methods.

Implementation Outcomes

It will be important to measure outcomes of implementation
efforts in order to explain successes and failures in implementing
methodological changes in practice. Proctor and colleagues devel-
oped a taxonomy of outcomes of implementation efforts, which
can be thought of as the effects of deliberate efforts to implement
new interventions (Proctor et al., 2011). Outcomes include fidelity
(composed primarily of adherence and competence), acceptability,
appropriateness, feasibility, cost, adoption, penetration, and sus-
tainability, and are distinguished from the effectiveness of an
intervention and whether or not applying the intervention solves a
particular problem (Crable et al., 2018). These are the primary
outcomes of implementation research, and it is important that
psychometrically sound instruments are used to measure imple-
mentation outcomes in order to more clearly understand the rela-

tive effectiveness of specific implementation strategies (Lewis et
al., 2015).

To measure fidelity, it may be most important to target adher-
ence to and competence with a methodological approach, or the
degree to which and how well an intervention is implemented in
the manner in which it was intended. Attending to adherence and
competence allows for insights into how and why implementation
failures occurred and whether failures are due to the method or its
application (Schoenwald et al., 2011). For example, adherence to
principles of motivational interviewing can be coded using well
validated measures (W. R. Miller, Moyers, Ernst, & Amrhein,
2008). Although no measures of adherence or competence for spe-
cific quantitative methods exist, adherence is a regular target of
narrative reviews in quantitative methods which describe how well
common published research follows best practices. For example,
Credé and Harms (2018) showed that a substantial proportion of
research in the management literature reported the results of confir-
matory factor analyses in a way that underemphasized potential model
misfit (such as selectively ignoring chi-square, reporting degrees of
freedom inconsistent with the specified model, ignoring model resid-
uals, or failing to present an alternative measurement model).

Quantitative scientists must develop easy to use adherence
guides for specific methods, measures of competency to allow self
or external evaluation of an applied researchers’ skillset, and
systems and standards (such as open sharing of syntax, model
results, and data) that facilitate external evaluation. For example,
the book The Reviewer’s Guide to Quantitative Methods in the
Social Sciences (Hancock & Mueller, 2010) provides a broad
overview of statistical methods to aide readers’ evaluation of the
use of methods in research. Of course, no guide will be perfect or
be able to cover all research problems or all data sets, but it will be
crucial to decide on what best practices might be for a given
method for most circumstances and most data. It may also be
difficult for methodologists to agree on definitions of adherence or
competence. For example, a special issue of Personality and
Individual Differences in 2007 published conflicting perspectives
from multiple authors on model fit for SEM. However, if quanti-
tative scientists do not provide adherence or competency guides,
then it will be impossible for anyone but methodological experts to
effectively conduct or evaluate research, and the evaluation may
depend on who the expert is. This “oracle model” limits the
potential reach of any given quantitative method, and fails to
improve implementation of all methods.

Although valid adherence measures have been developed for
some mental health interventions, they have often failed to become
widespread. This may be in part because more valid measures of
fidelity (such as coding of actual practice or behavioral rehearsal)
are also more time-intensive and difficult to administer in practice
(Dorsey et al., 2017). It will be critical to develop measures of
fidelity that maximize efficiency while not sacrificing validity
(Schoenwald et al., 2011).

Some implementation outcomes focus on perceptions held by
end-users and other individuals who influence the use of a method.
Acceptability is the degree to which a particular intervention is
viewed as agreeable or reasonable. For quantitative methods, ac-
ceptability can be viewed from multiple perspectives, such as the
researcher, the reader, funders, editors, and reviewers. For exam-
ple, in the experience of the first author, it was common in the
mid-2000s to need to justify the use of bootstrapped standard error
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tests of indirect effects by supplementing these analyses using the
Baron and Kenny (1986) causal steps-approach to mediation),
suggesting that reviewers preferred the latter approach. In current
practice, using bootstrapped standard errors to test indirect effects
is deemed acceptable, and the Baron and Kenny approach inferior.
Appropriateness is how well a given intervention is seen to fit a
particular problem. Proctor and colleagues (2009) distinguished
between appropriateness and acceptability, arguing that interven-
tions that might be appropriate might be viewed as unacceptable,
or vice versa. For example, Grimm (2007) illustrated how three
different types of longitudinal models (bivariate latent growth
curve, latent growth with a time-varying covariate, and bivariate
latent change score models) could be fitted to the same dataset
while answering slightly different types of questions. Feasibility of
interventions is the extent to which a new intervention can be used
in a given setting. New methods that are implemented in R (R Core
Team & R Development Core Team, 2016), a statistical software
that requires a great deal of computer programming to run effec-
tively, may not be seen as feasible for researchers with little to no
background in programming, while software that runs on a “point-
and-click” basis (e.g., in SPSS) may be far more feasible. For
example, we recently developed a point and click R-based Shiny
app to facilitate optimized plots of interactions (McCabe et al.,
2018). Cost is the cost in terms of both time and money required
to effectively implement a new intervention. Cost can be influ-
enced by the monetary cost of statistical software or training (both
can be hundreds of dollars per user), as well as the time it takes for
an applied researcher to learn how to use the new intervention.
Again, R is a good example of a software that has low financial
costs to acquire but a higher time investment cost to individuals to
use and master.

Other implementation outcomes reflect use in organizational
settings (such as labs, research groups, centers, departments, or
professional organizations). Adoption refers to the degree to which
a new intervention is tried by individuals or organizations. For
example, epidemiological researchers showed that two approaches
to handling confounding (disease risk score [DRS] and high di-
mensional propensity scores [hdPS]) had two dramatically differ-
ent rates of adoption over time (Cadarette et al., 2017). DRS were
first introduced in 1976, but did not see widespread adoption until
2000, while hdPS were first introduced in 2009 and rapidly ad-
opted. Penetration is how broadly a new intervention is used
within specific organizational settings. Penetration could be mea-
sured in terms of how many researchers in a lab, research group or
department use a particular intervention, or it could be measured at
the level of the journal or subdiscipline. Linear mixed models have
much higher penetration in psychology compared to GEEs (Mc-
Neish et al., 2016). Sustainability is the degree to which a new
intervention is maintained over time within specific settings, which
often recognizes that sustainable interventions will need to be
dynamic and adaptable to changing organizational or individual
circumstances (Shelton, Cooper, & Stirman, 2018).

Theoretically, successful implementation (i.e., positive imple-
mentation outcomes) is the precursor to the effectiveness of inter-
ventions in practice. Without implementation success, a quantita-
tive intervention may be effective, in that it can produce appropriate
and accurate answers, but if it is not perceived to be acceptable,
feasible, or sustainable, adoption may be low or it could be widely
adopted but used with poor fidelity, so it is not very effective. In other

words, successful implementation is defined by widespread, appro-
priate, and accurate use of a method.

It is important to acknowledge that it is not immediately obvious
who should be expected to take responsibility for driving these
changes. Structural changes at the level of journals, funding agen-
cies, departments, and scientific organizations may be enacted by
any number of roles, but may be inhibited by diffusion of respon-
sibility. Quantitative psychologists are rarely hired or promoted on
the basis of their ability to translate basic research to applied
settings, but rather (like other psychologists) on their original
contributions to science. Thus, it will also be important to incen-
tivize research around improving best practices in order to facili-
tate change.

Future Directions

A wave of reform aims to change how research is conducted in
the psychological sciences, including clinical psychology (Tackett
et al., 2016; Vazire, 2018). Above, we have outlined the parallels
in the research-to-practice gap for clinical interventions and quan-
titative methods, and how the solutions applied to clinical inter-
ventions might translate to quantitative methods. We have re-
frained from proposing concrete solutions, as one important lesson
of implementation science is that success will depend on interven-
tions that effect change across multiple systems in multiple ways.
Given the paucity of research on how to best implement quanti-
tative methods, we view this article as an outline of future research
areas rather than a prescription for change. Figure 2 summarizes
our proposed model of quantitative implementation science, which
we adapted from the proposed framework of Proctor and col-
leagues (2009).

An important caveat is that although the conversation around
replicability has only just begun in clinical psychological science
(Tackett, Brandes, King, & Markon, 2019; Tackett et al., 2016), it
has yet to reach implementation science. Thus, it is possible that
much of the research now being conducted based on ideas from
implementation science is based on research findings that are
themselves not replicable. That said, one norm that is very com-
mon in implementation science is publishing trial protocol articles
before the onset of implementation trials (e.g., Dorsey et al., 2013;
Hartzler et al., 2017), which, similar to preregistration, may pro-
mote more transparent research practices and increase confidence
in the conclusions of implementation studies. However, as re-
searchers apply the principles of implementation science to meth-
ods research, it will also be important to attend to the replicability
of implementation science methods themselves.

It is important to recognize that responsibility for narrowing the
gap between optimal and typical practices should not only lie with
methodologists. Given the incentives for innovation in the field, it
is understandable that quantitative psychology has focused more
on producing novel solutions to analytical problems rather than
improving the conduct or interpretation of existing analyses. Given
few consequences for not ensuring that data analyses follow best
practices (e.g., shortage of quantitative reviewers), the difficulty
staying current with the methodological literature, and the incen-
tives for innovation in data analysis, it is understandable that
applied researchers have not always been motivated to change.

The lessons of other disciplines as filtered through the lens of
implementation science are clear: Rebellions are not built on
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merely on hope (cf. Kennedy, Shearmur, Emanuel, & Edwards,
2016). Instead, the gap between optimal and typical practice will
only be narrowed by the collective efforts of researchers applying
the principles of implementation science, and the funding agencies
that promote such research. As noted above, there is little to no
research on any of the determinants, strategies, or outcomes that
might promote implementation of quantitative methods in applied
research. In the same way that clinical trials research has evolved
to study how to deliver high quality treatment in realistic clinical
settings, we argue that quantitative research should begin to study
how to conduct high quality analyses in realistic research settings,
and how to best train and support the research workforce to be
capable of such analyses.

Researchers should aim to understand how applied researchers
conduct, interpret, and evaluate different research methods, from
the perspective of both the data analyst and the consumer of
research. Future research should aim to identify the determinants
of variation in quantitative methods practices, to understand what
implementation strategies might be successful, how certain strat-
egies might influence specific implementation outcomes, and how
context plays a role in all dimensions of quantitative implementa-
tion. Systematic efforts will be required to produce lasting change
in how data are analyzed, and in turn in the reliability, validity, and
replicability of clinical psychological science.
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