Rapid construction of solid-state magnetic resonance powder spectra from frequencies and amplitudes as applied to ESEEM
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Abstract

In many Fourier-transform spectroscopies, such as pulse magnetic resonance (NMR, EPR), time-domain signals are acquired. Parameters are extracted from these signals by fitting numerical simulations to the experimental data. At present, simulations are often performed in frequency domain (FD). These computations generate a list of frequencies and amplitudes associated with the complex exponential components evolving during one or several variable time intervals. In order to compare simulations with experiments, this peak list is converted to a finite-length time-domain (TD) signal. This can be achieved either by directly evolving the exponentials in time (direct method) or by rounding their frequencies and binning their amplitudes into a frequency-domain array (histogram method). The first approach is equivalent to a brute-force TD simulation and is slow for a large number of peaks. The second approach is a fast, but very crude approximation and is usually applied without considering in detail the errors involved. A third method introduced and illustrated here is based on the convolution and deconvolution of a short finite impulse response filter kernel. This convolution approach is much faster than the direct method and by orders of magnitude more accurate than the histogram method. For both TD and FD signals a detailed analysis of the errors and of the associated computational costs is presented. The convolution approach is applicable to any simulation problem where TD signals consist of a large number of complex exponentials. In particular, it is the method of choice for simulating 1D and 2D electron spin echo envelope modulation (ESEEM) spectra of disordered systems.

1. Introduction

Solid-state pulse EPR (electron paramagnetic resonance) and ESEEM (electron spin echo envelope modulation) in particular, are established tools in magnetic resonance spectroscopy [1–3]. ESEEM allows the determination of the geometry and the electron spin density distribution in paramagnetic species such as transition metal complexes, radicals, and defect centers.

In ESEEM, as in many other Fourier-transform (FT) spectroscopic methods like NMR or ion cyclotron resonance, signals are acquired in the time domain (TD) and contain oscillating components in the form of complex exponentials. In the case of ESEEM, these exponentials arise from the time evolution of electron and nuclear coherences. For analysis, the signals are usually converted to the frequency domain (FD) by applying a discrete Fourier transform (DFT).

The information content of the TD and the FD signal is identical, but its representation in the two domains emphasizes different aspects. Whereas in TD amplitudes and phases can easily be identified, the FD representation exposes amplitudes and frequencies. A detailed analysis of these signals is rewarding both in TD and in FD. The TD signal thus gives easy access to the modulation depth, which apart from other information can yield the number of nuclei giving rise to the modulation. Dividing the TD signals from two different two-pulse ESEEM experiments allows the elimination of components common to both time traces. In FD, peak positions give access to magnetic parameters such as hyperfine and nuclear quadrupole couplings. For the interpretation of the spectra analytical formulas are available only for special and simple cases [1]. In general, however,
investigated systems are so complex that numerical simulations are indispensable for reliably extracting magnetic parameters and structural information.

Since the two forms of the signal are interconvertible, computations are possible in both TD and FD. Much of the existing work relies on TD simulations [4–6]. Recently FD simulations have become more widespread, not only in ESEEM [7,8], but also in NMR [9–11]. FD methods have the potential of being significantly more efficient than TD methods [8,12]. Especially in ESEEM of disordered systems FD methods deserve special attention, since such simulations are particularly demanding due to the large number of spectra contributing to the overall powder spectrum.

In FD simulations the spectrum is computed in two steps. First the underlying quantum-mechanical equations are evaluated to obtain a list of peaks, each characterized by a frequency and an amplitude. Then the peak list is used to construct the actual ESEEM spectrum. In the case of a very large number of peaks (>10^4), this second step is crucial for the computational performance of the FD simulation. Existing methods are either too slow or too inaccurate. Using the TD evolution method [4–6], almost the whole time is spent on constructing the spectrum (see Table 1). The histogram method [7,8] introduces considerable errors (see example at the end of this contribution), as will be shown in Section 5.

In this work we first introduce the peak list (Section 2) associated with a TD signal and examine ways to construct the spectrum from it accurately (Section 3). Next approximate methods are introduced (Section 4) and the problems of the already known approximate histogram method are analyzed (Section 5). In Section 6, a new approach operating in FD superior in accuracy and speed is presented. Finally, the errors involved are examined, and the performance of the new approach is illustrated with an example from ESEEM spectroscopy.

### 2. TD signals and the peak list

The ESEEM TD signal of a disordered system is the sum of ESEEM TD signals of orientationally distributed paramagnetic species

\[
S_{\text{pow}}(t) = \sum_{q=1}^{Q} s(t, \Omega_q), \tag{1}
\]

where \( t \) is an interpulse time delay or a pulse length being incremented or decremented during the experiment. The quantity \( \Omega_q \) is specified by three Euler angles \( \Omega = (x, \beta, \gamma) \) and describes the orientation of the molecule in the laboratory frame. The DFT of \( s_{\text{pow}}(t) \) gives the ESEEM powder spectrum.

In a powder sample, at least 10^{10} paramagnetic species with different orientations are present. The resulting spectrum can usually be modelled by a sum over less than 10^5 species. In simulations of experiments where a parameter in the spectral domain is varied, as in cw EPR (magnetic field) or ENDOR (radio frequency), analytical projection techniques [13–15] can reduce this number by a factor of 10–100. In ESEEM, however, spectra are obtained indirectly via the DFT of a TD signal, and projection methods are not applicable.

A 1D ESEEM time trace from a single orientation is the sum of \( P \) exponentials with frequencies \( \nu_p \), complex amplitudes \( A_{\nu_p} \), and decay constants \( \lambda_{\nu_p} \):

\[
s(t, \Omega_q) = \sum_{p=1}^{P} A_{\nu_p}(\Omega_q) \exp \left[ i2\pi\nu_p(\Omega_q)t \right] \exp(-\lambda_{\nu_p} t). \tag{2}
\]

In FD, each exponential corresponds to a Lorentzian peak at frequency \( \nu_p \), and the sum gives the entire spectrum for the particular orientation \( \Omega_q \).

2D experiments can be described by the same formula by substituting \( t \) and \( \lambda_{\nu_p} \) by the vectors \( t = (t_1, t_2) \), \( \nu_p = (v_{1p}, v_{2p}) \), and \( \lambda = (\lambda_{1p}, \lambda_{2p}) \).

In ESEEM, like in most other solid-state magnetic resonance spectra of disordered solids, line shapes are determined by the orientation distribution. The decay of a TD signal is then not due to the decays of the single components, but rather to the rapid dephasing of the many exponentials contributing to the signal. The decay of the TD signal due to this inhomogeneous broadening is usually much faster than the relaxational decay described by \( \lambda_{\nu_p} \); we therefore neglect \( \lambda_{\nu_p} \):

\[
s(t, \Omega_q) = \sum_{p=1}^{P} A_{\nu_p}(\Omega_q) \exp \left[ i2\pi\nu_p(\Omega_q)t \right]. \tag{3}
\]

### Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Computation time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peak list generation</td>
</tr>
<tr>
<td>TD evolution</td>
<td>13.27</td>
</tr>
<tr>
<td>Histogram</td>
<td>13.27</td>
</tr>
<tr>
<td>Convolution</td>
<td>13.27</td>
</tr>
</tbody>
</table>

Spin system: \( S = 1/2 \), \( g = 2 \), one \(^{14}N \) nucleus (\( I = 1 \), \( g_n = 0.4038 \)), \( a_{\text{iso}} = 5 \text{ MHz} \), \( e^2qQ/h = 2.4 \text{ MHz} \), \( \eta = 0.5 \). Pulse sequence: \( \pi/2 - t - \pi/2 - t_1 - \pi - t_2 - \pi/2 - t - \text{echo} \). Experimental parameters: \( \tau = 136 \text{ ns} \), pulse lengths 10/10/20/10/10 ns, \( B_0 = 350 \text{ mT} \), \( v = 9.797369 \text{ GHz} \). 256 × 256 points, \( \Delta t = 50 \text{ ns} \) in both dimensions. 4186 orientations. Computed on a standard Linux PC (866 MHz Pentium III, 128 MB RAM).
If homogeneous broadening is not negligible, it can be included by multiplying the final cumulative TD signal with a single exponential decay \( \exp(-\lambda t) \).

For most ESEEM experiments, the peak positions \( v_p \) depend only on the first two Euler angles \((\alpha, \beta)\). The third angle \( \gamma \) has only an impact for decoupling and nutation experiments, where the measured coherences evolve under microwave irradiation. Peak amplitudes \( A_p \) always depend on all three Euler angles.

Both \( v_p \) and \( A_p \) can be computed from the usual quantum-mechanical equations describing the dynamics of spin ensembles. The frequencies \( v_p \) are differences of eigenfrequencies of the propagation Hamiltonians, whereas the amplitudes \( A_p \) are products of elements from the representation matrices of pulse operators and detection operators [1]. In these computations, there is much room to improve efficiency [12], but this is beyond the scope of this contribution.

The “peak list” of \((v_p, A_p)\) values obtained from such computations already fully represents the spectrum and the TD signal.

### 3. Exact signals in time and frequency domain

Since the overall TD signal is a linear combination of exponentials, and the FT is a linear operation, it is sufficient to consider only a single exponential with frequency \( v \) and amplitude 1. Here we restrict ourselves to the 1D situation, where \( v \) is a scalar. Extension to 2D is straightforward, but would unnecessarily complicate the notation.

The TD exponential with frequency \( v \) is given by

\[
s(t) = e^{i2\pi vt}.
\]

In an experiment, this signal is sampled at \( N \) points at times \( n\Delta t \) with \( 0 \leq n \leq N - 1 \) and the dwell time \( \Delta t \), giving

\[
s[n] = s(n\Delta t) = e^{i2\pi vn\Delta t}.
\]

The TD signal can be constructed by explicitly evaluating this formula for all \( n \). However, it is faster to compute \( s[n] \) by \( N - 1 \) consecutive multiplications

\[
s[n] = s[n-1]e^{i2\pi vn\Delta t} \quad 1 \leq n \leq N - 1
\]

with \( s[0] = 1 \).

The FT of the TD signal in Eq. (5) defined by

\[
S(f) = \frac{1}{N} \sum_{n=0}^{N-1} s[n] e^{-2\pi i n f/N}
\]

is a periodic sinc function with a complex phase factor [16]

\[
S(f) = \frac{1}{N} e^{-i\pi (f-v)(N\Delta t)} \frac{\sin[\pi(f-v)N\Delta t]}{\sin[\pi(f-v)\Delta t]}.
\]

It can be considered as a backfolded aperiodic sinc function. When this function is sampled at the frequencies \( m\Delta f \) with the increment \( \Delta f = (N\Delta t)^{-1} \) and \( 0 \leq m \leq N - 1 \), the DFT of the original signal

\[
S[m] = S(m\Delta f) = \frac{1}{N} e^{-i\pi (m-k)N\Delta t} \frac{\sin[\pi(m-k)]}{\sin[\pi(m-k)/N]} \tag{9}
\]

is obtained, with the scaled frequency \( \kappa = v/\Delta f \). Though feasible, evaluation of this expression for the impulse response is impractical due to its complexity compared to the TD signal.

The direct method (computation of the exponential in TD) needs one exponential computation and \( N - 1 \) multiplications/peak. In the 2D case of an \( N \times N \) signal, \( (N - 1)^2 \) multiplications/peak are needed. The performance of Eq. (9) is even worse. The drawback of both methods lies in their slowness when many peaks have to be accumulated to construct a spectrum, as in Eq. (1).

### 4. Frequency-domain approximations

TD and FD signals of a single peak with amplitude 1 differ considerably in their character. The TD signal is distributed over the entire domain, and its magnitude is always 1. It seems not to be possible to devise any method that allows one to reconstruct the TD signal with less computational cost than the direct evaluation of the exponential according to Eq. (6). On the other hand, most of the FD signal (Eq. (9)) is concentrated around the frequency \( v \) of the exponential. This compactness of the FD signal makes it possible to save computation time by computing only the important central part around \( v \) and neglecting the small wings. Such approximate methods sacrifice accuracy for the sake of computational efficiency. So far, there is only one FD approximation method used in the literature [8]. We call it the “histogram method” and discuss it in the next section.

To assess the quality of an approximation, we define error measures for both TD and FD. An appropriate error function in TD is

\[
\mu_{TD}(v) = \max_{0 \leq \kappa \leq N-1} |s^{\text{approx}}[n] - s^{(v)}[n]|, \tag{10}
\]

which describes the maximum of the magnitude difference between the approximate and the exact TD signal of a single exponential with amplitude 1 and frequency \( v \). We use the maximum instead of the sum of squares, because it correlates better with the visual difference of the two spectra. For FD the error measure corresponding to Eq. (10) is given by

\[
\mu_{FD}(v) = \max_{0 \leq m \leq N-1} |S^{\text{approx}}[m] - S^{(v)}[m]|. \tag{11}
\]

The average of \( \mu \) over all possible frequencies \( v \) is a frequency-independent overall error measure. It turns
out that for all cases studied \( \mu \) in the above formulas is periodic in \( v \) with period \( \Delta v \), so that the average can be limited to one period

\[
\epsilon_{TD} = N\Delta t \int_0^{N\Delta t} \mu_{TD}(v)dv. \tag{12}
\]

In FD, the corresponding error function

\[
\epsilon_{FD} = N\Delta t \int_0^{N\Delta t} \mu_{FD}(v)dv
\]

can be used. In practical computations, the integrals in the error functions have to be approximated by sums. In this work we integrate over 801 test frequencies uniformly distributed between two neighboring DFT frequencies. The error function varies slightly with \( N \). It is minimal in the region \( 100 < N < 300 \); at \( N = 1024 \) it is about 10% larger. We use a 128-point signal as standard.

The errors are visually noticeable if they are above 0.005. We thus can tolerate errors below a significance limit of \( \epsilon_0 = 0.005 \).

5. The histogram approximation

The histogram method is to the best of our knowledge the only FD approximation method reported [7,8,11]. This straightforward approach, which has not been studied in detail so far, takes a peak and rounds its frequency \( v \) to the nearest DFT frequency, i.e., to the nearest multiple of \( \Delta f \):

\[
k\Delta f = (\kappa - \beta)\Delta f = [\kappa + 1/2]\Delta f
\]

\[
= [v/\Delta f + 1/2]\Delta f, \tag{14}
\]

where \([x]\) indicates the largest integer not bigger than \( x \). The peak is shifted by the frequency offset \( \beta = \kappa - k \), which introduces a maximum rounding error of \( \Delta f/2 \).

Then the value of the peak amplitude is added to bin \( k \) in the \( N \)-point FD vector. The periodic sinc of Eq. (9) is thus approximated by a slightly shifted periodic sinc, so that the discretization of the latter gives a non-zero value only in one bin of the FD vector (see Fig. 1). Finally, an inverse DFT (IDFT) generates the approximate TD signal.

The advantage of this method lies in the fact that for each peak only one rounding and one addition are needed. The speed-up compared to the direct evolution in the TD is enormous. However, the small frequency error introduced by the rounding can cause significant errors in both TD and FD.

In FD, the distortion is obvious (Fig. 1). The amplitude at the center is far from being correct, and the wings on both sides are completely missing. In the figure, the maximum magnitude error \( \mu_{FD} \) is 1.04. In TD, the phase error increases with increasing \( n \) (see Fig. 2). If the rounding error is \( \Delta f/2 \), the TD error \( \mu_{TD} \) is 2.

In the case of multiple peaks, the errors can become very disturbing due to interference effects. For example, two exponentials with opposite amplitudes 1 and \(-1\) and frequencies \((k - 1/2)\Delta f\) and \((k + 1/2)\Delta f\) (with integer \( k \)) are shifted by the histogram method to \(k\Delta f\) and \((k + 1)\Delta f\), respectively, and generate a real spectrum, whereas the correct spectrum should be imaginary with a different shape.

In another unfavorable case, two peaks with amplitudes 1 and \(-1\) and frequencies \((k - \alpha)\Delta f\) and \((k + \alpha)\Delta f\) with \(0 \leq \alpha < 1/2\) are both rounded to \(k\Delta f\) and accumulated into the same bin. As a consequence, they cancel completely, although they should give a single broadened peak around \(k\Delta f\). This error is maximum at \(\alpha = 0.372\) with \(\mu_{FD} \approx 1.44\).

To remedy these errors, an extended FD vector of length \(eN\) (\(e > 1\)) can be used, where the DFT frequency
spacing is \( \Delta f/e \). Increasing the resolution of the frequency axis by a factor of \( e \) reduces the maximum rounding error to \( \Delta f/(2e) \). The IDFT gives a TD signal of length \( eN \), where the first \( N \) points are an approximation of the exact TD signal.

**Fig. 3.** \( \epsilon_{\text{FD}} \) (solid) and \( \epsilon_{\text{TD}} \) (dashed) for histogram (□) and the convolution method (■) \( M = 2 \), \( x \) and \( \gamma \) are optimized separately for each \( e \) as a function of the expansion factor \( e \).

**6. The convolution approach**

The approximation method introduced in this work is based on convolution and deconvolution of the stick spectrum with a truncated and windowed sinc function (see the schematic illustration in Fig. 4).

Truncating the full kernel function in Eq. (9) to a width of \( 2M\Delta f \) around its center frequency \( f \) speeds up the computation, but introduces truncation errors. With decreasing \( M \), the computation gets faster, but the truncation errors increase. \( M \) has thus to be chosen small enough to improve speed and large enough for the error to fall below a certain level of significance. The kernel function itself can also be varied to minimize the error.

The truncated kernel is best designed by apodizing a sinc function with a window function (Fig. 4, step (A)). This is a standard technique for filter design in digital signal processing [16]. The sinc function

\[
\text{sinc}(\gamma x) = \frac{\sin(\pi \gamma x)}{\pi \gamma x}, \quad -1 \leq x \leq 1,
\]

contains a width parameter \( \gamma \). For apodization we use the Kaiser window

\[
K(x, \alpha) = \frac{I_0 \left(\frac{\gamma x}{M}\right)}{I_0(\alpha)}, \quad -1 \leq x \leq 1,
\]

with the zero-order modified Bessel function \( I_0 \) and the width parameter \( \alpha \). \( K \) gives the best results among all classical windows. The resulting truncated kernel

\[
R(y) = \text{sinc}\left(\frac{\gamma y}{M}\right)K\left(\frac{\gamma y}{M}\right), \quad -M \leq y \leq M,
\]

is zero outside the interval \([-M; M]\) and depends on \( x \) and \( \gamma \) and on the half-width \( M \). In contrast to Eq. (8), this function is real, and its evaluation is therefore twice as efficient as that of a complex truncated periodic sinc.

For each peak, the truncated kernel \( R(y) \) is then sampled into the \( eN \)-point spectral vector \( \tilde{S} \), centered at the position of the peak (see Fig. 4, step (1)).
\[ S[k + m] \leftarrow S[k + m] + R(m - \beta) \]
\[
\begin{cases} 
\beta \neq 0, & -M + 1 \leq m \leq M, \\
\beta = 0, & -M \leq m \leq M.
\end{cases}
\]  \tag{18}

\( k \) and \( \beta \) are defined as in Eq. (14). In the case \( \beta \neq 0 \), i.e., when the peak frequency lies between two DFT frequencies, \( 2M \) points have to be evaluated. If the peak frequency exactly coincides with a DFT frequency (\( \beta = 0 \)), \( 2M + 1 \) points have to be evaluated (see Fig. 5a). If the peak lies on the edges of \( S \), the sampled kernel has to be wrapped around. Similar to the histogram method, an expansion factor \( e \) (default value \( e = 4 \)) is used. Its influence on the performance is analyzed later. Mathematically, Eq. (18) corresponds to a continuous circular convolution of the stick spectrum \( T \) consisting of delta peaks at the given frequencies with the truncated kernel \( R(\gamma) \):

\[ \tilde{S} = T \circ R. \]  \tag{19}

The result \( \tilde{S} \) is a pseudo-spectrum with peaks at the correct positions, but with distorted line shapes.

The distortion can almost completely be removed by deconvoluting the pseudo-spectrum with the truncated kernel

\[ S = \tilde{S} \circ^{-1} R. \]  \tag{20}

This circular deconvolution is performed in TD by dividing the IDFT of the pseudo-spectrum by a correction window \( \tilde{W} \) obtained by IDFT of the sampled kernel \( R(m - \beta) \):

\[ \tilde{W}[n] = \sum_{m=-eN/2+1}^{eN/2} R(m - \beta)e^{2\pi i mn/eN} \]  \tag{21}

(Fig. 4, steps (2) and (3)). This correction window, however, is different for each peak and depends on its frequency offset \( \beta \), since each \( \beta \) corresponds to a different set of \( 2M \) (or \( 2M + 1 \)) values from the continuous kernel \( R \), which in turn give different window functions in TD. If there is more than one peak in the pseudo-spectrum, the correction window cannot be optimal for all of them. But the mean error \( \epsilon_{TD} \) can be minimized by using an average of the correction window \( \tilde{W} \) over all \( \beta \):

\[ \tilde{W}[n] = \int_{0}^{1} \tilde{W}_{\beta}[n] d\beta \]  \tag{22}

(Fig. 4, step (B)). If the continuous kernel is symmetric around its center, the average window \( \tilde{W} \) is a real function. The first \( N \) points of the TD signal obtained after application of \( \tilde{W} \) are an excellent approximation of the correct TD signal (Fig. 4, step (4)).

The entire procedure described above depends on \( M \), \( x \), and \( \gamma \). \( M \) is the parameter which determines the computational cost. For a given \( M \), \( x \), and \( \gamma \) determine the quality of the approximation. \( x \) and \( \gamma \) are simultaneously optimized by a least-squares minimization of the average maximum time-domain deviation \( \epsilon_{TD} \) (Eq. (12)). The resulting filter kernels for \( M = 1 \) to 4 are shown in Fig. 5b. Table 2 lists optimal \( x \) and \( \gamma \) values for different values of \( M \). Both \( x \) and \( \gamma \) strongly depend on \( M \). The minima in the error function are very flat in the region \( x_{opt} \pm 1/2 \). On the other hand, the error function is more sensitive to \( \gamma \).

Numerically, quasi-continuous representations with ca. 5000 points of the kernel \( R \) and the average window \( \tilde{W} \) can be pre-computed and re-used (see Fig. 4, design steps). Instead of evaluating \( R \) in Eq. (18) anew for each peak, the values can be taken from its pre-computed representation. In this representation, peak

![Fig. 5. (a) Sampling a 2M wide truncated kernel (M = 3). (■) 2M + 1 values for frequency offset 0, (□) 2M values for frequency offset ≠ 0. (b) sinc/Kaiser kernels for different half-widths M.](image)

### Table 2

<table>
<thead>
<tr>
<th>( M )</th>
<th>( x_{opt} )</th>
<th>( \gamma_{opt} )</th>
<th>( \epsilon_{TD} )</th>
<th>( \epsilon_{FD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6695</td>
<td>4.7255</td>
<td>0.05456</td>
<td>0.03368</td>
</tr>
<tr>
<td>2</td>
<td>1.4889</td>
<td>10.9444</td>
<td>0.00185</td>
<td>0.00111</td>
</tr>
<tr>
<td>3</td>
<td>2.5878</td>
<td>11.3687</td>
<td>0.00094</td>
<td>0.00036</td>
</tr>
<tr>
<td>4</td>
<td>3.8593</td>
<td>12.7798</td>
<td>0.00066</td>
<td>0.00018</td>
</tr>
<tr>
<td>5</td>
<td>5.2596</td>
<td>13.4354</td>
<td>0.00030</td>
<td>0.00012</td>
</tr>
</tbody>
</table>
7. Error analysis

Fig. 6 shows the errors $\varepsilon_{\text{TD}}$ and $\varepsilon_{\text{FD}}$ of the convolution method based on the optimized sinc/Kaiser kernel. As expected, both errors decrease with increasing $M$. $\varepsilon_{\text{TD}}$ is two to three times larger than $\varepsilon_{\text{FD}}$. By increasing $M$ from 1 to 3, the error compared to the histogram method drops by almost two orders of magnitude in both TD and FD domain. The kernel with $M = 2$ gives already satisfactory results and is the one of our choice.

Fig. 3 shows the error of the convolution method with the sinc/Kaiser kernel as a function of the expansion factor $e$. For $e = 1$, the new method is not much better than the histogram approach, but it gains rapidly when increasing $e$ to 4, where both TD and FD error levels are no longer significant.

Fig. 7 shows the dependence of the errors $\mu_{\text{TD}}$ and $\mu_{\text{FD}}$ of the sinc/Kaiser kernel on the offset $\beta$ of the peak from a DFT frequency. The TD error is periodic with $\beta/e$ and is most sensitive to the offset around $n\beta/e$. This means that the averaged window used is not the best choice for peaks close to DFT frequencies, but it is still the best choice to minimize the overall mean error. The FD error exhibits a more complex behavior.

The error of the convolution method is different in character from the one of the histogram approach, which is a pure phase error caused by the frequency shift (Fig. 2a). In the convolution method only the amplitude is incorrect and becomes more accurate with increasing time (see the residuals in Fig. 2b). The phase is exact within numerical accuracy.

The origin of the error is not obvious. The fact that an average window is used explains only part of it. For a single peak there would still be an error, if the matching correction window was used. In the aperiodic case, a finite FD signal like the sinc/Kaiser kernel always has an infinite inverse FT. Hence the correct deconvolution window would have infinitely wide wings that asymptotically approach zero in both directions on the time axis. But since the window is only represented in a finite TD, the tails fold back, and the window is aliased. The shorter the kernel in FD, the wider is its associated window in the TD, and the stronger is the effect of back-folding. Thus, it is the deconvolution of the pseudo-spectrum with an aliased version of the correct window that accounts for most of the error. The impact of this aliasing is already inherently minimized by the least-squares fit of $x$ and $y$ to the TD error $\varepsilon_{\text{TD}}$.

The aliasing of the correction window also explains why the convolution method works well only for $e \geq 3$ (Fig. 3). For $e < 3$, significant parts of the window lie outside the finite TD region and are folded back.

Often physical lineshape functions, such as Lorentzians or Gaussians, with line widths $\gamma$ are sampled into the FD, truncating the lineshape function at some distance $k\gamma$ from its center. Although this choice is obvious, it is not the best. We have examined these functions, using the kernels

$$R(y) = \left[1 + \frac{4}{3} \left(\frac{y \gamma}{M}\right)^2\right]^{-1}, \quad (23)$$

$$R(y) = \exp \left[-2 \left(\frac{y \gamma}{M}\right)^2\right], \quad (24)$$

with $-M \leq y \leq M$ and optimizing $\gamma$ for each given $M$ as in the sinc/Kaiser kernel design. It turned out that even with this $\gamma$ optimization Gaussians and especially Lorentzians perform significantly worse than the sinc/Kaiser design, as can be seen from Fig. 6.
If in an experimental signal different oscillating components decay at different rates, each peak in the spectrum will have a different linewidth. In this case, the explicit evaluation of a lineshape function for each peak is mandatory, and neither the histogram nor the convolution approximation are applicable.

However, lineshapes in ESEEM spectra of disordered systems are not determined by these relaxational broadenings, but rather by unresolved couplings resulting in an additional inhomogeneous broadening. In all practical cases it is therefore sufficient to convolute the spectrum with a Lorentzian or Gaussian lineshape after the powder spectrum has been constructed from the peak list.

8. Performance analysis

The convolution method is much faster than the direct TD evolution based on Eq. (6). The asymptotic computational costs for all three methods are listed in Table 3. All costs scale linearly with the number of peaks \( P \), but only the TD evolution depends directly on the number of data points \( N \). The dependence of the convolution method’s performance on \( M \) and \( M^2 \) has little impact, since \( M \) is small. However, in the two FD methods, the additional cost for the IDFT [17] may be significant.

Fig. 8 illustrates the overall performance of the convolution method based on an analysis of the number of floating-point operations involved. For 1D experiments the convolution method is always faster than the TD evolution, and it performs exceedingly well in 2D experiments. The smallest gain is found in situations with \( P < 10^2 \), where the cost of the additional IDFT is significant, and in the case of \( N < 2^3 \), where the small value of \( N \) does not penalize the TD evolution too much. However, both situations are quite unusual. For ESEEM simulations, values of \( N \approx 2^8 \) and \( P \approx 10^5 \) are common. In this case, 1D peak accumulations are 20 times and 2D accumulations are 1000 times faster. The error is below the significance level \( \epsilon_0 \) and 200 times smaller than the error in the histogram method.

As an illustrative example we apply the new method to the simulation of a typical HYSCORE spectrum (see Fig. 9). HYSCORE is a common 2D ESEEM experiment [1] and the primary method for determining weak interactions between electron spins and nuclei such as hydrogens and remote nitrogens. The powder spectrum is computed as the sum of single crystal spectra from 4186 orientations. The computation of the resulting list of 489544 peaks takes 13.27 s on a standard PC (see Table 1). For the accumulation, the convolution method is only four times slower than the histogram method, but 840 times faster than direct TD evolution. In fact, with the latter approach the spectrum accumulation

<table>
<thead>
<tr>
<th>Method</th>
<th>1D</th>
<th>2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD evolution</td>
<td>( O(PN) )</td>
<td>( O(PN^2) )</td>
</tr>
<tr>
<td>FD histogram</td>
<td>( O(P) )</td>
<td>( O(P) )</td>
</tr>
<tr>
<td>FD convolution</td>
<td>( O(PM) )</td>
<td>( O(PM^2) )</td>
</tr>
</tbody>
</table>

\( P \), number of peaks; \( N \), number of points along one dimension in TD (2D: total \( N \times N \) points).
consumes 99.5% of the total computation time. As can be seen in Fig. 9, the histogram method generates significant artifacts with more than 1% relative intensity, which can lead to misinterpretation of the spectrum. These artifacts are absent in the spectrum computed with the convolution method, making it much more reliable than the histogram method.

All gains in computing time discussed so far refer only to the accumulation of peaks into a spectrum. In ESEEM simulations, the spin dynamical part of the simulations, i.e., the compilation of the peak list, can be optimized as well [12]. When the peak list is computed, positions and amplitudes can be interpolated. Unwanted and low-amplitude peaks can be thrown out. As a result, the overall performance of the simulation can be improved by at least another order of magnitude, depending on the nature of the spin system and the experiment. In contrast, TD methods cannot take advantage of these possibilities, because they usually do not compute the list of peaks explicitly.

9. Conclusions

The approximative FD convolution method presented in this work reduces the computational costs for spectrum construction dramatically compared to direct TD evaluations, and it is by orders of magnitude more accurate than the histogram approximation. For fitting experimental data with a low S:N ratio, this gain in accuracy is not always relevant, since the artifacts from the histogram method can be below noise level. Both FD approximation methods can then be accurate for peaks above the noise level. However, when using the histogram method in such cases, care has to be taken to assure that all artifacts are below noise level and all peaks above noise level are undistorted. The convolution method is thus generally preferred.

The approach has been developed for use in numerical simulations in ESEEM spectroscopy, but has not been tailored to specific experiments. It is generally applicable to all spectroscopic methods that acquire signals consisting of a large number of complex exponentials. Like the FD histogram method, it is not applicable if the exponentials have different decay constants.

Slight improvements of the accuracy for a given M might be possible, when a kernel more flexible than the sinc/Kaiser approach is used in the fitting process. Using a least-squares fitted weighted average for the deconvolution window might decrease error figures further, but the gain will be marginal.
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