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SUMMARY

The Washington State Department of Transportation in cooperation
with the Federal Highway Administration sponsored a research project
to develop a photogrammetric method to monitor structural deformations.

The existing photogrammetric methods for monitoring empioyed only
terrestrial photogrammetry. This method is the combination of terres-
trial and aerial photogrammetry. Therefore, this combination makes
the research unique because it is the first investigation resulting
in a universal solution making the method independent from terrain and
the type of structure.

Because of the complicated nature of the problem, the first sim-
ulation experiments were conducted to find optimums, limitations and
a standard for geometry to be applied to a mathematical process and
a combination of equipment.

This mathematical simulation proved that the combination of aerial
and terrestrial photogrammetry is feasible. The desirable geometry is
a parallactic angle which should be about 60 degrees. The aerial photo-
graphs should be tilted so that a 90 degree intersecting angle will not
be made on the terrestrial photographs. The maximum angular limit that
is permissible is 85 degrees. This 1imit permits the use of convention-
al aerial cameras for certain structures such as bridges.

The mathematical solution, as shown by the simuiation experiments,
should be adjusted in two steps: first the sequential adjustment for
primary estimate values and second a final simultaneous adjustment.

The achievable accuracy of the combined systems indicate a 50%

ix



improvement over the terrestria] photogrammetric method.

These practical experiments have been obtained using the I-90 Ga-
bion Wall as a structure. The structure was photographed from the
ground by a modified KA-2 terrestrial camera and from the air by a Wild
and later by an Aero-View f=6" camera.

Theoretical predictions concerning accuracy influences various
types of geometric factors which prove to be correct. The accuracy
that was achieved by this practical experiment is 1/120,000 of the
photographic distance. This represents a substantial improvement over
the accuracy achieved by terrestrial photogrammetry alone.

Computer programs have been developed for this research to perform
the task of mathematical processing. These computer programs are ex-
cluded from this presentation because it has been transmitted to the
Washington State Department of Transportation Photogrammetric Branch

and is already in use in their computers.



INTRODUCTION

1.1 Background Studies

In 1968, through the sponsorship of the Washington Highway De-
partment and the Bureau of Public Roads, a research project was ini-
tiated to determine whether or not motion and deflection of retaining
walls could be determined by photogrammetric methods (Veress, 1971a).
The research results indicated that the photogrammetric monitoring
method is capable of providing the required accuracy. Similar pro-
jects have been implemented in Canada (Erez, 1971, Brandenberger and
Erez, 1972), in West Germany (Planicka, 1970) and Romania (Grutu, 1972).
The U. S. Corps of Engineers, Seattle District, realizing the econ-
omical and technical potentié] of analytical terrestrial photogrammetry,
began various investigations in 1970 to establish their method for
routine applications {Eriandson, Peterson and Veress, 1973, 1974a;
Erlandson and Veress, 1974a, 1975, 1976).

fhe Washington State Highway Department in conjunction with the
Federal Highway Administration, had sponsored a research project 1975-
1977 to monitor the motion of a gabion wall (Flint, 1975; Sun, 1976;
Veress, Hou, 1977; Veress and Sun, 1978; Veress, Jackson and Hatzo-
poulos, 1979}. The accuracy obtained in that project was 1:85,000
of an 850 m assumed photographic distance (Veress, Hou, 1977). The
results obtained were found to be compatible to data obtained by an
inclinometer (Veress, Jackson and Hatzopoulos, 1979).

The Washington State Highway Department offered a research pro-
ject 1977-1979 for further investigation in the photogrammetric moni-

toring field by developing a universal method which in the case of a
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Jarge structure will employ a combination of aerial and terrestrial
photography. The method will also be based on a rigorous analytical

solution providing full statistical analysis.

1.2 Problem Statement

A search of the current literature reveals that the present state-
of-the-art in photogrammetric monitoring of structures is basically as
follows: Some of the cases utilize sequential non-rigorous adjustment
methods based on classical aerial triangulation. There is one case
where a rigorous solution is applied (Erlandson and Veress, 1875).

This is based on field measurements of the exterior orientation param-
eters, however, the computer algorithm for this requires a large amount
of core storage and a significant amount of processing time in a high
speed computer, to make a simultaneous adjustment for only a limited
number of points. The existing research in structural deformation
measurement by photogrammetry is limited to either strictly terres-
trial photography or strictly aerial photography which is employed in
the same manner as for traditional aerial triangulation. This research,
however, utilizes a combination of terrestrial and aerial photography,
thus giving the flexibility to the designer so as to obtain the opti-
mum geometry of the surveying system even when terrain features do

not permit a favorable location of the terrestrial platforms. The
analysis of data from a simulation experiment established that there
are required limits for creating optimum geometry for various com-

binations of terrestrial and aerial photography. The bundle method,
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which is generally adopted for analtyical photogrammetric applications,

is used in this research in an appropriate manner so as to give a rig-
orous solution based on comparator observations and minimizing the
ground surveys. The minimum ground control can comprise only one mea-
sured distance not necessarily with high precision (see Ch. I111). The
desirable ground survey is to determine precisely three control points.
The developed adjustment method in this research is very economical re-
quiring a retatively small amount of computer core storage memory (less
than 77K in the University of Washington Cyber 73/CDC 6400 computer)
and a relatively small amount of computer time. The costs in this
method do not increase significantly by increasing the number of the
points. This method utilizes all parameters as observations with a
priori assigned variances, thus enabling a full statistical analysis

of the final results. In this research a method to detect observation
blunders is also indicated, particularly when an inexpensive camera is
used. The practical evaluation of four sets of actual data in a three
year period of time, which includes aerial photography, has indicated

a relative accuracy of 1:120,000 of the assumed photographic distance.



2.0 SIMULATED MODEL FOR GEOMETRICAL EFFICIENCY

2.1 A Simulation Experiment

It was necessary, during the course of this research project, to
study the effect of various parameters on achievable accuracy. While
the best practical solution is to obtain actual examples, this could
not be conducted here because of the high cost due to the large number
of parameters invelved. Therefore, a mathematical model was developed
first. Several simulation experiments were conducted to find the most
desirable geometry, the effect of various types of error and finally to
establish a standard for the photogrammetric design. Once this goal
has been achieved then it is verified by a practical example.

The simulation experiment begins by generating fictitious photo-
grammetric data which is obtained in a mathematical manner of combin-
ations of aerial and terrestrial photography. The fictitious model,
however, is based on a mathematical test area which has been chosen so
as to express a generalized surface, similar to a hillside. The select-
ed mathematical area is shown in planimetric view in Fig. 2.1 and in
isometric view in Fig. 2.2 and 2.3. The hypothetical test area has
dimensions of 2000 feet by 2000 feet. It includes 99 points whose
mathematical coordinates are given in Table 2.1. The location of the
ground points (Fig. 2.1) is according to a grid pattern in order to
cover the whole test area uniformly. The simulated cameras have been
selected to have an image format 9-1/2 by 9-1/2 inches and focal lengths
of 24 inches for the terrestrial camera, 6 inches for the aerial camera.
These camera constants are the same as for the actual test area. The

mathematical test area is "photographed” from two or three different



Fig. 2.1. The mathematical area (nlanimetric view) contour in-
terval 20°.



z

Fig. 2.2. The mathematical area (left view).



A X

Fig. 2.3. The mathematical area {right view).
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stations. When two stations are used they are assumed to be both ter-

restrial, when three stations are used the third one is assumed to be

an aerial platform.

2.2 Definition of the Parallactic Angle.

The geometry for the photogrammetric survey can be expressed jn
terms of the parallactic angles. The term terrestrial parallactic angle
used here expresses the angle of intersection between the optical axes
of the two terrestrial cameras at the mean plane containing the targets
(see Fig. 2.4).

The parallactic angle for the aerial camera, or the aerial paral-
Tactic angle, is defined here as the angle between the axis of the aerial
Camera and the horizontal plane. Fig. 2.4 illustrates the adopted par-
allactic angle concept. The importance of the parallactic angle in
photogrammetric monitoring surveys has been pointed out by Erlandson
and Veress, 1975 as being significant for determining the precision of
the coordinates of an intersected object point. It must be emphasized
that near-zero parallactic angles create typically unfavorable inter-
sections, while parallactic angles close to 90° create strong inter-
section geometry. This simulation experiment also investigates limita-
tions of the parallactic angle when using combination of aerial and ter-
restrial photography. The location of a camera in terms of exterior
orientation elements is determined by the coordinates XL, YL’ ZL of the
frontal nodal point of the camera lens with reference to a ground coor-
dinate system of X, Y, Z and by the three rotational angles which are
defined as w-rotation about the X axis, ¢-rotation about the Y axis and

k-rotation about the Z axis. Assuming «' = «" = 0 and w' = " the



Table 2.1. Three-dimensional coordinates of ground points (feet).g'
Point Point
No X Y z No X Y FA
110 1600 1900 -2600 516 2200 1450 -1800
M 1200 1890 -2600 517 2400 1435 -1800
112 1400 1885 -2600 518 2600 1430 -1800
113 1600 1875 -2600 519 2800 1420 ~-1800
114 1800 1860 -2600 520 3000 1410 -1800
115 2000 1855 -2600
116 2200 1850 -2600 610 1000 1400 -1600
117 2400 1840 -2600 611 1200 1380 -1600
118 2600 1830 -2600 612 1400 1375 -1600
119 2800 1820 -2600 613 1600 1365 -1600
120 3000 1810 -2600 614 1800 1350 -1600
210 1000 1800 -2400 615 2000 1335 -1600
211 1200 1795 -2400 616 2200 1330 -1600
212 1400 1780 -2400 617 2400 1325 -1600
213 1600 1775 -2400 618 2600 1320 -1600
214 1800 1765 -2400 619 2800 1315 -1600
215 2000 1760 -2400 620 3000 1305 -1600
216 2200 1750 -2400 710 - 1000 1300 -1400
217 2400 1745 -2400 71 1200 1290 -1400
218 2600 1725 -2400 712 1400 1275 -1400
219 2800 1720 -2400 713 1600 1260 -1400
220 3000 1710 -2400 714 1800 1255 -1400
310 1000 1700 -2200 715 2000 1250 -1400
311 1200 1690 -2200 716 2200 1245 -1400
312 1400 1685 -2200 77 2400 1240 -1400
313 1600 1675 -2200 718 2600 1235 -1400
314 1800 1670 -2200 719 2800 1205 -1400
315 2000 1660 -2200 720 3000 1200 -1400
316 2200 1655 -2200 810 1000 1190 -1200
317 2400 1635 -2200 811 1200 1185 -1200
318 2600 1630 -2200 812 1400 1160 -1200
319 2800 1620 -2200 813 1600 1155 -1200
320 3000 1610 -2200 814 1800 1150 -1200
410 1000 1600 -2000 815 2000 1145 -1200
a1 1200 1585 -2000 816 2200 1135 -1200
a2 1400 1680 -2000 817 2400 1130 -1200
113 1600 1575 -2000 818 2600 1115 -1200
414 1800 1565 -2000 819 2800 1110 -1200
415 2000 1550 -2000 820 3000 1105 -1200
816 2200 1545 -2000 910 1000 1100 -1000
417 2400 1540 -2000 911 1200 1090 -1000
418 2600 1535 -2000 912 1400 10890 -1000
410 2800 1520 -2000 913 1600 1075 -1000
420 3000 1510 -2000 914 1800 1060 -1000
510 | 1000 1500 -1800 915 2000 1055 -1000
511 1200 1490 -1800 916 2200 1045 -1000
512 1400 1480 -1800 917 2400 1030 -1000
513 1600 1475 -1800 918 2600 1025 -1000
514 1800 1470 -1800 919 2800 1020 -1000
515 1 2000 1465 -1800 | 920 3000 1000 -1000
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/) Station 3

S

Station

Station 2

X
Ground Coordinate System

Fig 2.4. Definition of the mathematical test area.
Pt: is the terrestrial parallactic angle.

Pa: is the aerial parallactic angle.
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terrestrial parallactic angle is then defined as follows (see Fig. 2.4):

Where 4', ¢', k' are the rotation angles for the left camera.

w"s ¢", x" are the rotation angles for the right camera.
Assuming " = 0, ¢" = 0, then the aerial parallactic angle is defined
as follows (see Fig. 2.4):

Paz"m

Where o™, ™ , " are the u, ¢, x rotations for the aerial camera.

2.3 Combination of Camera Stations

The simulation experiment utilizes three different terrestrial
parallactic angles and three different aerial parallactic angles. The
terrestrial parallactic angles are chosen to be: 30°, 60°, 90°. The
aerial parallactic angles are selected to be 82°, 60° and 30°. By
using only two terrestrial stations, three additional combinations are
obtained. The simulation experiment, therefore, has a total of twelve
camera configurations with different gebmetric features. The values of
the exterior orientation elements for each combination are given by

Table 2.2. The assumed mathematical values are applied to Equations

[ G X s
X.. = -f _l_ill’ y.. = -f M21X’J
1] i M, .X,- ij M,.X..
3i7i] 31713
and the Xj5° Yij fictitious image coordinates are computed.

2.4 Process of the Simulation Experiment.

The computation phase of the experiment is performed by a sequen-

tial intersection program which is based on the “vector method".
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Table. 2.2. Values of exterior orientation elements of various camera
stations.

' Combina-| Camera X Y Z, @ ¢ K

tion No | St. No Feet Feet Feet DegreesPegrees| Deg.

1 240 1455 +4770 0] -15 | o

1 2 3760 1460 +4765 o | 415 | o

3 2015 3250 -1550 -82 0o

1 -1500 1471 +4250 9 { -30 | o

2 2 5500 1468 +4260 0] +39 | 0

3 2018 3020 -905 -60 0| o

1 -3020 1480 +3220 0| -45 | o

3 2 7020 1475 +3230 o | +45 | 0

3 2005 2360 -240 -30 o o

1 240 1455 +4770 o -15 | o

A 2 3760 1460 +4765 0} +15 | o

3 2018 3020 -905 -60 0| o

1 -1500 1471 - +4250 ol -30 | o

5 2 5500 1468 +4260 o] +33 | o

3 2005 2360 -240 -30 0 0

- 1 -3020 1480 +3220 0| -45 | o

5 2 7020 1475 +3230 0| +45 | 0

3 2015 3250 -1550 _82 n| o

R 240 1455 +4770 o} -15 | o

7 2 3769 1460 +4765 0 415 | 0

3 2005 2360 ~240 -30 01l o

1 -1500 1471 +4250 0| -30 ] o

8 2 5500 1468 +4260 0| 430 | 0

3 2015 3250 -1550 -82 o] o

1 -3020 1480 +3220 0| -45 | 0

9 ? 7020 1475 +3230 0| +45 | ©

3 2018 3020 -905 -60 0l o

1 240 1455 +4770 0] <15 | o

10 2 3760 1460 +4765 o | +15 | o

B ] -1500 1471 +4250 0| -30 ] o

1 2 5500 1468 +4260 0| +30 | o

[ 1 -3020 1480 +3220 o -45 | o

12 2 7020 1475 +3230 o| +5 | o
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The input data are:

a. The exterior orientation elements as given by Table 2.2

b. The fictitious image coordinates

¢. Several types of perturbation errors introduced to the fic-
titious image coordinates.

The output data are:

a. The computed ground coordinates for all the points within
the test area.

b. The differences VXi’ VYi’ VZi which are defined as:

Yy = xm_xc
in - Ym_Yc
in - Zm'zc

Where the index i refers to any of the ninty-nine points which
are included within the mathematical test area. Xm, Ym’ Zm

are the ground coordinates given by Table 2.1. X_, Y

¢’ ¢’ Zc
are the computed ground coordinates obtained via the inter-
section program.

c. The mean square value of the differences defined as:

A
S = L
X n
V..
s = [_Y1 Yil
y n

(%]
1

z n

Where , is the number of ground points in the formula above,
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. . 2
the symbol [Vi Vi] indicates iglvi

d. The algebraic sum of the differences defined as

n
= L

Zx T =1
n
- L

Iy = i=21Yyy
n
)

7 = =12

The errors which are introduced to the fictitious image coordinates

are:

a. Rounding off errors. This error is present in all fictitious

image coordinates since the least significant figure is rounded

to the nearest ym.

. Systematic error in terms of residuals from the lens distor-

tion correction function. In this the photograph is divided
by the axes of the image coordinate system into four quarters
(Fig.2.5). Each quarter of the photograph is assumed to have
a different distortion curve. The lens distortion error is

introduced to the image coordinates according to which guarter
of the photograph, they are located.

A1l image coordinates are then corrected by the average
of the four lens distortion curves. The lens distortion coef-
ficients, as taken from the calibration data of a Wild RC5/RC8
camera, are given in Table 2 .3. The lens distortion. curve is
assumed to be expressed by the equation:

Ar = K]r + K2r3 + K3r5

Where ar is the amount of radial displacement of a point in a



photograph due to the lens distortion.

15.

K], KZ’ K3 are dis-

tortion coefficients, r is the radial distance from the prin-

cipal point to the photographic image point,

» x

Y
&
(4) (1)
4
(3) (2)
\j

Fig. 2.5 Subdivision of the photograph (positive plane) into four

quarters with each quarter having different lens distortion

coefficients.

c. Random error. Random or accidental error is introduced up

to a magnitude of six micrometres in the image coordinates.

Table 2 .4 gives the values of the accidental error in

micrometres.

For the first nine combinations (see Table 2. 3), there are three

independent computations of the intersection program. The first com-

putation uses the fictitious image coordinates with round-off error

only. The second computation used the round-off values of the image

coordinates p1us the residuals from the lens distortion corrections.

Finally, the image coordinates used for the third computation have

all the errors introduced in the second computation plus the acci-



Table 2.3 Lens distortion coefficients
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Remarks
K, 4.868965 x 1072
st Quarter K, -2.570416 x 10°°
Ky 1.356176 x 1072
K 5.124368 x 10°°
! )
2nd Quarter K, ~2.642100 x 107 §E
FEY
..9 [ ST
K3. 1.387325 x 10 %83
o2
LS e » BT
b +2
'I ] ‘] tg'g
K, .193063 x 10 s
-5 o ch.E:J w
3rd Quarter K2 -2.973802 x 10 -g g:;’%'
Ky 1.357450 x 1079 £B*E
[ ) ) S w |
weis
N N O
C DKL O
K, 8.246735 x 102
4th Quarter K, -3.218110 x 10°°
Ky 1.647088 x 1077
-2 Distortion
K 7.608910 x 10 coeffi-
Average of all 1 e cient used
K -2,877316 x 10 to correct
four quarters 2 9 the lens
K3 1.452724 x 10 distortion
error




17.
dental errors as they are given by Table 2.4. 1In Table 2.4, the errors

listed in the columns X|s Yy» ave introduced to the x, y image coor-
ainates of the left terrestrial photograph, the errors of the columns
Xys ¥p» 2T€ for the right terrestrial photograph, the errors of the
columns Xy» Y3 aT€ for the aerial photograph.

The purpose of the first computation is to study the effect of
round-off error, the purpose of the second computation js to study the
effect of systematic error, and the reason for the third computation
js to study the effect of accidental error.

For the last three combinations {see Table 2.2) only the third
computation is performed.

In the simulation experiment, however, a total of {3 x 9+ 3=30)
independent computations of the intersection program are performed com-
bining different geometric features of the mathematical model and in-

troducing different types of errors in the input image coordinates.

2.5 Evaluation of the Simulation pxperiment.

The output data obtained by the intersection computer program
are listed in the Tables 2.5 through 2.9.

The Table 2.5 represents the effect of round-off error. This
effect seems to be most pronounced in the z direction. In terms of
photographic distance, which is taken as being 7,100 feet, if this is
the only existing error, it ylelds relative accuracy of 1/1,420,000.
It is considered this will have a minimal effect on the final coordin-
ates in terms of the desired final accuracy of 1/100,000 of the photo-

graphic distance. The differences VXi’ VYi' VZi are greater for points
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located away from the center of the test area. The XVX' Zyy? ZVZ are

very small and tests have indicated that there is no systematic error.
The Table 2.6 represents the systematic error effect. The values
in the ZVX’ EVY’ EVZ columns are large and tests indicate that the
residuals composing the corrections to the lens distortion_have Sys-—
tematic error. The X-direction seems to be subject to the greatest
effect of error because the points on the photograph are scattered
along the X-axis. '
The residuals in terms of image coordinates, are either near
zero or about one micrometre in value. For points close to the edge
of the photograph, the magnitudes become 2 or 3 micrometres. The
lens distortion residuals yield relative accuracy 1/400,000. This
is a small effect but it cannot be neglected. It is appropriate,
however, to correct the distortion so that the residuals do not ex-

ceed a few micrometres.

The Table 2.7 represents the effect of all types of error. The
greatest effect is due to the accidental errors which have been in-
troduced to the image coordinates up to a maximum value of 6um. The
columns Zyx® Eyye Iyz show the inherent systematic errors from the
lens distortion residuals as compared with those iisted in Table 2.6.

The largest effect of accidental errors is in the Z-direction,
this being about 50% larger than the effect in the X and Y directions.

The accuracy which can be achieved considering all error effects
is 1:122,000 of the photographic distance. This also yields information
about the maximum accuracy which can be obtained in the determination

of the absolute position of a point in the three dimensional space for



Table 2.5. Rounding error (171000 feet).
Comb. S S S
No. X Y i LVy EVy IV,
1 2 2 3 31 -15 1
2 2 2 3 -1 22 12
3 2 2 3 -2 -21 10
4 2 2 5 -28 -5 -4
5 2 2 4 Z 5 13
6 2 2 2 -9 -13 20
7 2 2 6 -37 -20 -34
8 2 2 3 -3 16 15
) 2 2 3 -8 -6 17
Table 2.6. Systematic error (1/1000 feet).
Comb,
No. S¢ Sy 54 IVy EVy IVy
1 12 -5 10 -824 209 338
2 13 ) 10 -842 268 382
3 12 ) 7 -822 253 315
4 12 5 10 -809 238 360
5 12 5 9 -801 267 290
6 14 5 9 -968 242 408
7 12 6 10 -812 254 226
8 13 5 9 -872 242 369
9 13 5 9 -9 2N 407
Table 2.7. Accidental error {(1/1000 feet).
Comb.
No. X Sy > ZVy ZVy Vg
1 28 3 49 -1044 -283 736
2 31 29 46 -1096 -103 516
3 34 27 39 -1129 87 159
4 29 30 58 -1063 -180 B22
5 31 27 52 -105% 64 207
6 35 30 35 -1268 ~226 366
7 31 27 84 -1085 -26 451
8 3 31 4] -1110 -235 459
9 35 28 37 -1217 -77 am
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Jable 2.8. Accidental error for terrestrial cameras (unit 1/1000 feet)

Cg’g'_" Sy Sy S, Iy, - IV, Zv,
10 37 -3 1o -939 -202 -1623
11 40 32 58 -1006 -181 -599
12 50 32 43 -119% -192 -319

Table 2.9. Position error (unit 1/1000 feet)

Comb. Accidental Terrestrial Aerial Relative
No. Error Parallactic Parallactic Precision
Sp Angle (Degr.)| Angle (Degr.} %

1 64 30 82 |

2 63 60 60 92

3 58 90 30 100

4 72 30 60 81

5 66 60 30 88

6 58 90 82 100

7 93 30 30 62

8 60 60 82 97

9 58 90 60 100
10 120 30 - 48
11 78 60 - 74
12 73 90— - 79
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the chosen geometry.

The structural deformation,as measured by photogrammetry, does
not refer to an absolute coordinate system as the present application.
But it takes the first set of measurements as the origin which is then
considered to have no structural deformation. The second set of meas-
urements may exhibit sfructura] deformation and the difference of the
spatial coordinates between the two sets indicates the vector of the
structural motion. It is, however, possible for all sets to have the
same systematic error, which in terms of absolute position of a point,
could be a significant influence. But, in terms of structural defor-
mation, such an error is of limited concern.’

The Table 2.8 represerts all error effects in the case where only
two terrestrial cameras are used. This data is presented in order to
show that when using only two cameras the anticipated accuracy decreases
because of the weakened geometry. |

Finally, Table 2.9 gives the position error for all combinations.

The position error is defined as:

_ 2 2 2
Sp = % Véx + SY + SZ

The last column of Table 2.9 indicates the relative precision for

each parallactic angle group, as compared to those groups which provide
the minimum position error. The minimum position error is provided by
the combination ko. 3, No. 6 and No. 9 and, therefore, a relative pre-
cision of 100% is assigned to them. The position error is plotted
versus the parallactic angle (Fig. 2.6) and this graph also indicates

the limits of the parallactic angle for a desirable geometry. The
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{\ Sp [ 0.001 feet]
1201 P_ = aerial parallactic
a angle in degrees
Pt = terrestrial parallactic
angle in degrees
110+
100+
i
90+
|
1
1
l
i
80+ L
|
|
{
1
704 I
604 |
| _ 1 1
Suggested 1imits for desirable geometry i
l i :
L 1 1 : H 1 |
0T e 200 30° b 50° 60°  70° 80° 900 P,

Fig. 2.6. Analvsis of the position error effect by introducing
all types of error to the image coordinates.
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geometric properties of themathematical rodel can be also studied in

relation to the relative precision given in Table 2.9.

In this simulation experiment, however, the combination No. 3,
No. 6 and No. 9 provides the best geometry while the combination No. 2,
No. 5 and No. 8 yields close to the optimum geometry. When the ter-
resirial parallactic angle is close to 60°, this combined with any
aerial parallactic angle greater than 30° provides exce11ent.geometrv.
A terrestrial parallactic angle close to 30° provides a very weak geo-
metry and should be avoided. The role of the aerial photograph is very
important as it increases the relative precision from 20% up to 50%
(Table 2.9). A photogrammetric method for large structure monitoring,
therefore, should, where feasible, include a combination of aerial and

terrestrial photography.



3.0 MATHEMATICAL CONCEPT AND ADJUSTMENT

3.1 Definition of the Mathematical Model

The mathematical model as defined by Mikhail, 1976, is a theoret-
jcal system or an abstract concept by which one describes the physical
situation of a set of events. For photogrammetry, the mathematical
model is defined by the central projection, where object points are pro-
jected through two or more perspective centers and are imaged in two or
more corresponding image planes (see also Argyris, 1972}. The perspec-
tive center of the projection is the frontal nodal point of the lens of
the taking camera, while the image plane on which the object points are
imaged, is the photographic emulsion mounted on stable based material
precisely located at the focal plane of the camera.

Figure 3.1 shows the mathematical model set up adopted for the pre-
sent research. In this figure object points A, B and C are projected
through the perspective centers 0' and 0", which are the frontal nodal
points of the left and right exposure stations respectively. These
points are imaged in the positive image planes E1 and E2 creating the
images a', b', ¢' and 2", b", c¢". The geometry of the mathematical
model can be reconstructed either analogically or analytically.

Analogic processes are typically of lower precision as compared to
"the analytical approach. The analogical reconstruction of the imaging
process will not be further considered in the following discussion.

The analytical process can be carried out by employing various mathe-
matical methods which are based on principles of projective or solid
analytic geometry. The optimum condition, which is generally adopted

to express mathematically the interrelation of the elements of the pho-
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OBJECT SPACE

£ IMAGE SPACE © \\\ )

o' (x", YL’ ZL)O

Fig. 3.1. The mathematical model in photogrammetry.
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togrammetric model, is the collinearity condition. The basic principle

in the collinearity condition, is that {ref. to Fig. 2.1) the object
point A, its image a' and the frontal nodal point at the left exposure
station 0', lie along the same straight line. Similar conditions exist
for any object point and any photograph on which that point is imaged.
For the object point A and for its image a' in the left photograph, the

collinearity condition is expressed by the following formulas

IO L 10,7 R VAN my3tZpZ)
2 my Ok + mgp UV V) + mg(Zp-2()
[ _y 1 v ' N |—|
g Moy (Ka=X0) + myp(Yp=¥() + m5{Zp-7))
8 3 (g XD # map (VoY) + myl2y-2)) 3.1
where:

xé, yé are photo-coordinates reduced to the principal point of
the photograph;
f' is the focal length of the left camera;
XA’ YA’ ZA are ground coordinates of the object point A;
Xi, Yi, ZL are ground coordinates of the perspective center 0';
mi], miz...mé3 are the elements of the Y-rotational matrix.
These nine transformation elements can be expressed as functions of

three rotational angles. These three rotational angles, w, ¢, x are se-

quentially performing rotations around the X, Y, and Z axes respectively.
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The equations 3.1 can be written in a matrix form as follows:

o et M
a Ny X,
ytoo 2 A |
a M3 Xa 3.2

where Mi, Mé, Mé are row vectors given as follows:

Mpo= o Impy myp mygl

[m31 M35 m3s)

"2

My = [mgy m3, m35)

The X, is a column vector given by

Xy - X
AT

X = AT :
Ip - [

By changing the notation, using i for the ith photograph and j for

the jth point, the equations 3.2 can be written in a general form:
x.. = -f. M5 Xy5
R S
3i i)
M,. X..
yi. = -f. _2i i)
1 T M3 X5 3.3

The equations 3.3 define analytically the mathematical model in
photogrammetry. In order to study some important characteristics of

applied photogrammetry, such as the most favorable geometry, the syste-
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matic error effect, the accidental error effect, etc., certain simu-

lation techniques are utilized.

3.2 Simultaneous Adjustment

There are several approaches for using a simultaneous adjustment
method in photogrammetry. Brown, 1958, 1966, 1976, developed the bun-
dle method which is the simplest and most rigorous method based on the
collinearity condition (Eq. 2.1). It is used for all purposes such as
large triangulation blocks, close range phototriangulation, etc. Dor-
rer, 1971 used complex numbers for block adjustment. Dorrer and Balil,
1973 apply tensor analysis to the simultaneous adjustment. Erlandson
and Veress, 1975 use the combined observation and condition method for
monitoring of structures. In the present literature, however, there
is a tendency towards the bundle method because of the simplicity:
Bauer and Miller, 1972; Schut, 1974; Wong, 1975; Fraser, 1979b, Sal-
menperd; Anderson and Savolainen, 1974. Many of the authors in recent
developments have tried to model, as precisely as possible, the instru-
mental imperfections in the camera lens and some deformations caused
by the material used {fiilm unflatness, film shrinkage) by carrying ad-
ditional parameters in the bundle method. This process is customarily
called "self-calibration" or "bundle adjustment with additional param-
eters”. Because of the simplicity and general adoption of the standard
bundle method, it has been adopted for use in the present research.

The history of developments in simultaneous phototr{angulation ad-
justment has paralleled the development of high speéd computer systems.

When one is dealing with a simultaneous adjustment method, it is neces-
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sary to formulate the problem in such a way so as to optimize the re-

quired computer memory storage and to minimize the processing time.

3.3 Basic Principles of the Bundle Method.

The collinearity equations 3.1 can be written in a general linear

form: (Brown, 1976, see also Appendix C)

V1j+é1jéi+8135j = 5 3.4
where: Vij = 2 x 1 vector with corrections to the image coordinates
| éij = 2 x 6 matrix of the partial derivatives of Eq. 3.1 with
respect to the six orientation elements
31 = 6 x 1 vector with corrections to the exterior orientation
elements
Bij = 2 x 3 matrix of the partial derivatives of Eq. 3.1 with
respect to the three coordinates of a ground point
Ej = 3 x 1 vector with corrections to the three coordinates
of a ground point
€43 = 2 x 1 vector with the differences between approximated

values of Eq. 3.1 and observed values.
The subscript i refers to fhe number of the photograph and the J
refers to the number of the measured point. The partial derivatives of
equations 3.1 are evaluated using approximate values. By applying least-

squares principles the normal equations are obtained as follows

1]
[F%)
N
o
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. - _ -T [
where: N =B W B
W = a diagonal matrix with the weights of the observed photo-

coordinates

*

W = the inverse variance-covariance matrix of the a priori
estimates of the camera exterior orientation elements
(usually diagonal).

i - 81

WB
W = the inverse variance-covariance matrix of the a priori

ground coordinate estimates (usually diagonal).

N=8 Wb
C-=B.TWE
E=§ng

; = vector of discrepancies between a priori (or observed)
values of elements of exterior orientation and corres-
ponding values used in the linearization of Eq. 3.1.
¢ = vector of discrepancies between a priori (or observed)
values of coordinates of measured object points and corres-
ponding values used in Tinearization of Eq. 3.1
A direct solution of equations 3.6 gives the corrections é and &
which subsequently are added to the corresponding approximate values.
The problem solution is carried out by iterations. In the last iter-
ation the corrections é and § will approach zero in value.
As reported by Brown, 1976, the normal equations can be derived
directly from the observation equations without the need for any in-

termediate operations. This analysis is based on the fact that the



normal equations are composed of submatrices as follows:
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3.6

Each submatrix comprises values which are accumulated directly from the

observation equations.

observation equations corresponding to the i

(Eq. 3.4 ), the following submatrices can be directly formed:

-
n
0

According to Brown, 1976, with reference to the

th photograph and jth point

3.7
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Then the normal equations are obtained by accumulation as follows:

n . . n .
N'i = JE} Nij c'i = JE] i3
.- m .. - m -
Nj = iE] Nij Nj = 151 cij 3.8

In the present research the normal equations are based on Brown's con-
cept but they are obtained in a slightly different way which is given

in detail in the following section.

3.4 Organization of the Simultaneous Adjustment.

Applications of the bundle method have been reported for aerial
triangulation, as well as for close range photogrammetry. Photogrammetry
for large structural monitoring is, however, a special case of non-topo-
graphic photogrammetry and the bundle method is employed in this field
to rigorously optimize the designed photogrammetric survey system. The
optimization is dependent on the way to form and solve the normal equa-
tions. For the present experimental monitoring the number of camera

stations is relatively few. A practical maximum of six camera stations

are able to cover all sides of the large structure assuming that two
of them will be aerial photographs. The use of six camera stations
has also been reported by Brandenberger and Erez, 1972. The number of
points to be monitored is relatively large compared‘to the number of
camera stations. One hundred points are sufficient to cover the pre-
sent structure {Veress, Jackson and Hatzopoulos, 1979). In writing
the computer program, provisions have been made for the inclusion of

six cameras and one hundred points in the bundle adjustment. The maximum



size of the normal equation coefficient matrix will then be: n = 36,
m=300; (n+m x (n+m) = 112896 (= 334400 octal). The regquirement
of such core storage for one matrix is neither economical nor practical.
However, the system can be greatly economized by storing the normal
equation submatrices separately in symmetric storage mode and ignoring
null submatrices of ﬁ + W and N+ W. In this case N + W will have 126
non-zero elements or 6x[6x(6+1)/2]. The submatrix N + W will have 600
non-zero elements (100 x [3 x {3 + 1)/2]) and the submatrix ﬁI will
have: 10800 elements including zeros (36 x 300). In this way the maxi-
mum elements of the normal equations in symmetric storage mode will be
11,526 or 26.4K. Since the number of camera stations and the number of
ground points is known the normal equation submatrices can be initialized
by zeros. At the same time the order of the photographs and the order
of the ground points within the normal equations is set up, following
the derivation of the observation equations for one image point at a
time. This is performed by a subroutine. The linear form of the ob-

servation equations for one image point can then be written as:

i 30

1)

[Ye)
—
o !

!

Vet (ay &, a3 3, ag ag)s +(a; ag

Vy+(b1 b, b3 b, b5 b6)6i+(b7 b8 9)e_sj=t:.10 3.9

The equations 3.9 are similar to the equations 3.4 and they are related

as follows:
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iJ
b1 %2 b3 By b5 by
_ %7 % %
ij
b7 by by
a
iy - 10
P10

(See Appendix A for detailed evaluation of ay and bK’ K=1,10)

Each equation of the 3.9 is divided by the standard error of the par-
ticular observation (3um for instance) and then the coefficients ay
(K=1, 10) are multiplied in pairs, i.e. 212815 273y, azaz,-a2a3....(see
Fig. 3.2) finally 54 individual products are created. The product
216210 is not used. These products are organized as shown in Fig. 3.2.
For the ith photograph and the jth ground point, the values from group
I (Fig. 3.2 ) are added to the ﬁi submatrix of Eq. 3.9, the values from
group Il are added to the ﬁ}j’ the values from group I1I are added to
ﬁj’ the values from group IV fofh the éi and finally the values from
group V form the Ej' The same procedure can be followed by using the
bK (K=1, 10} coefficients of Eq. 3.9. With this technique the normal
equations are obtained by using one observation equation at a time. The

image coordinates can also be in any order; no special arrangement 1is

necessary.

Fig. 3.2 indicates the structural cells of the normal equation
submatrices. The groups I and III in Fig. 3.2 are presented in a lower
triangular symmetric storage mode. The solution of the normal equations
is performed by partitioning the coefficient matrix in the position

shown in Eq. 3.6 by dashed lines.
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2k
a]az azazl
] d183 3333 3384 21 elements of ﬁi

6134 6234 6364 8434

a]as 3235 3335 3435 6535

6166 6236 3366 3436 6566 6666

@13, 2,3, 2333; 3,37 3537 dgdy 18 elements of Ngj

11 a]a8 a2a8 a3a8 a4a8 a5a8 asa8

a]ag a2a9 a3a9 a439 a5a9 3639

6 elements of Nj
111 £7%8 2%

P73g g%

1v P 2 a 6 elements of C;

1210 22210 33210 %3%10 %sM10 %6710

3 elements of ¢,
B;310 %g%10 %9™10 J

Fig. 3.2 Organization of normalized valuesobtained from an observation
equation of the x-coordinate.These values are ready to be di-
rectly accumulated into the initialized locations of the normal
equations.
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First the N + W matrix is inverted. This matrix is formed from

3 x 3 block diagonal submatrices which are inverted one at a time.
Two new matrices then are generated as follows: (Brown, 1976).

6 = -(fi + i)W

It

D= (N+ W + TG 3.10

"The size of the D matrix is strictly dependent on the number of camera
stations, by using six camera stations the order of the D matrix is

36 x 36. The matrix D is stored in a symmetric storage mode. The D
matrix is substituted by the D_l which is obtained by using Cholesky's
matrix invertion method (Bjerhammar, 1973).

The elements of the vectors % and 3 are computed as follows:
§ = DTV[GT(E-HE) + &-we)

(§eil) 1 (E-E) + 607[GT(E-HE) + € + W) 3N

(=2
n

The variance-covariance matrix of the exterior orientation par-

-1

ameters is given as: QLL =D The variance-covariance matrix of

the ground points is given by:

- (e 1,7
Qyy = (fivi) + G076

The matrix GDf]GT is evaluated in steps one row at a time, the
row then being added to the corresponding row of the (ﬁ+ﬁ) matrix.

The last iteration is determined by checking a maximum angular
correction to the exterior orientation elements of 10'5 radians. After

the last iteration occurs, the Vi'

; values are computed from Eq. 3.4.
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The standard error of the unit weight is computed as follows (assuming

6:0,3:0):

T T

WY + e We + STe
DF 3713

2 _V
0

o

Where DF are the degrees of freedom, the degrees of freedom usually
are equal to the number of the observation equations plus the number
of fixed parameters. A minimum of seven fixed parameters is required
to have a definite solution from the normal equations. The standard

errors then are obtained as:

2 _ Zq
g. - O

§ "8 LL 3.14
2 _ 2
Ug 06 qXX

Where 9 is the standard error for an exterior orientation parameter,
oy is the standard error for a ground point parameter.
L is a diagonal element of the QLL matrix.
9y x is a diagonal element of the QXX matrix.

The computer program which has been developed for the simultaneous

method is named PHOMO and is based on the foregoing formulation of

the problem. Any number of photographs or points can be accommodated
by changing appfopriate dimension statements in the various programs.
In this way, by using fifty points, six camera stations and two hun-
dred images, a central memory of 54.7K of the University of Washington
CDC 6400 system is required for the execution of program PHOMO. By

using one hundred points, three camera stations and three hundred images
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a central memory of 61.4K is required. The computation time has a min-

imum value when only the unknown parameters are determined. The com-
putation time increases rapidly when the variances and covariances of
the unknown parameters are computed. Example: Using thirtv-eight
ground points, one hundred-eight images and five camera stations;
a) the computation time for determining the unknown parameters
was only 13 seconds,
b) the computation time for determining the unknown parameters
and their standard errors was 19 seconds,
c) the computation time for determining the unknown parameters
and their variances-covariances was 33 seconds.
These variations in the computation time are created by the tre-
mendous amount of computations involved in Equation 3.12 and it de-
i.T

pends on which elements of the matrix GD”'G  (see Eg. 3.12) are deter-

mined. Fig. 3.3 gives the organization of the Program PHOMO.

3.5 Sequential Adjustment

This adjustment method is performed in several sequential steps
according to a certain order. The sequential steps are:
a. Reduction of the plate coordinates.
In this step the equations 4.1 are used for the camera which
operates glass plates. Then the autocollimation point cor-
rection is performed and finally the lens distortion is com-
pensated for by using formuias 4.5. Finally, appropriate cor-

rections for refraction are performed by formulas 4.7.
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MAIN PROGRAM - OPTIONS
NUMBER OF PHOTOGRAPHS

NUMBEP OF GROUND POINTS
NUMBER OF TOTAL IMAGES

OUTPUT SPECIFICATIONS

MAIN SUBROUTINE
INPUT DATA
HEIGHTS
APPROXIMATE VALUES
IMAGE COORDINATES
FORMATION AND SOLUTION OF NORMAL EQUATIONS
QUTPUT DATA
CORRECTIONS TO THE IMAGE COORDINATES
CORRECTIONS TO THE GROUND COORDINATES
STATISTICAL ANALYSIS

S 1st SUBROUTINE
COMPOSITION OF THE ORIENTATION MATRIX

2nd SUBROUTINE
COMPOSITION OF TWO OBSERVATION
ENUATIONS AT A TIME

3rd SUBROUTINE
MATRIX INVERSION BY CHOLESKY METHOD

Fig. 3.3 Organization of the simultaneous bundle adjustment com-
puter program PHOMO.



b. Space resection. 41.
The frontal nodal point of the camera station is determined
by assigning approximate coordinates to it and computing a
resection using the image and ground coordinates of a minimum
of three control points. The method is based on vector analysis
as given by Erlandson and Veress, 1975. Another method for
space resection is based on the coilinearity condition. In this
method the frontal nodal point of the camera station as well as
the rotation angles w, 4, x« can be simultanecusly computed. This
method is usually used for the aerial camera.

¢. Orientation matrix.
The rotational matrix is determined as follows: The image co-
ordinates are related to the ground coordinates through the

following equation:

X X - X
Ylam (Y- Y | 3.15
-f -1,

where: x, y are refined image coordinates,

f is the camera focal length,

X, Y, Z are ground coordinates of a control point,
Y

X Z, are the frontal nodal point coordinates

L* 'L 7t
of the camera station,
M is the rotational matrix to be determined.
A minimum of three control points are required to directly

compute the nine elements of the rotational matrix M (Ghosh,

1975).
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MAIN PROGRAM

OPTIONS

AFFINE/CONFORMAL
TRANSFORMATION
SUBROUTINE

SPACE RESECTION
SUBROUTINE

ORTENTATION MATRIX

SUBROUTINE

12 SMALL ASSOCIATED

SUBROUTINES

INTERSECTION

STOP

Fig. 3.4.

Organization of the basic subroutines.

4z.



d. Space intersection. 43.

The intersection of two or mofe light rays, which correspond

to the same object point imaged in two or more photographs,

can be obtained mathematically by the collinearity condition
(A.S.P. Manual, 1966; Wolf, 1974) or the vector method (Erlandson
and Veress, 1975; Ball, 1973). There is no important difference
by using either method. In the present research the vector
method is used.

The sequential adjustment method is carried out by a computer
program named SEQGE. The basic subroutines of SEQGE are illustrated
in Figure 3.4 while the data organization is illustrated in Figure 3.5.
The program is flexible, providing many options,

The main segment of the program is able to run with or without
calling the basic subroutines and with or without intersection. It is
possible, for instance, to compute only the affine transformation co-
efficients and print or punch the results without running any other
subroutine or without performing intersection. The program can handle
up to five camera stations and up to twenty control points. It performs
intersection with two or more camera stations. The input data is con-
trolied by an options card which specifies what subroutines are going
to be used, what input parameters should be expected and if punched out-
put is desired.

The output provides a list of the input data for checking purposes
and also provides a list of the refined image coordinates. The orien-
tation matrix is always printed in the output, either in matrix form

with nine elements or in rotation angle form as w, ¢, « in degrees,
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minutes and seconds.

Finally there is a list of X, Y, 7 ground coordinates of the inter-
sected points with their associated standard errgrs and variance-~co-
variance matrices. The program SEQGE is capable of providing most of
the necessary data which subsequently can be used in a computer pro-
gram based on a simultaneous adjustment.

In the case of using film instead of glass plates, such as an
aerial film camera, another computer program named CARVL performs the
initial image coordinate reduction using formulas 4.1. The output of
this program can be used either for the program SEQGE or for a simul-
taneous adjustment. For the aerial photograph a special resection com-
puter program has been developed. It is named RESAE and it is based
on the collinearity condition. The input data is approximate coordin-
ates of the exterior orientation parameters and a minimum of three con-
trol points. The output data is the exterior orientation parameters,
This program has already been submitted to the Washington State Depart-

ment of Transportation and is now in operation.
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GENERAL INPUT INFORMATION - OPTIONS
NUMBER OF STATIONS, NUMBER OF CONTROL POINTS

INPUT DATA

A

ot

A2 B1 B2 c1 C2 D

CALCULATIONS
COORDINATES
CALCULATIONS

INPUT AFFINE OF CONFORMAL
ANGLES DATA

TRANSFORMATION COEFFICIENTS
DATA FOR SPACE RESECTION
INPUT OF FRONTAL NODAL POINT
DATA FOR ORIENTATION‘MATRIX
INPUT OF ORIENTATION MATRIX
INPUT DATA FOR INTERSECTION

DATA FOR CALCULATION OF AFFINE
OR CONFORMAL TRANSFORMATINN COEFFICIENTS

OUTPUT DATA

1. LIST OF INPUT DATA EXCEPT FOR COMPARATOR MEASUREMENTS
2. LIST OF OUTPUT CALCULATED COEFFICIENTS AND.PARAHETERS
3. LIST OF REFINED IMAGE COQRDINATES

4. LIST OF CALCULATED GROUND COORDINATES

5. STATISTICAL DATA FOR EACH POINT

Fig. 3.5. Data organization




4.0 DATA ACQUISITION AND REFINEMENT

4.1 Data Acauisition

Acquisition of
terrestrial and aerial
photography

Developing
process

Comparator
measurement

Fig. 4.1 Flow chart diagram for data acquisition.

The data acquisition is shown in Fig. 4.1 as a flow chart diagram.
There are three phases. The first phase involves taking the actual
photographs. This phase should be given special attention particularly
the exposure of the first set of photographs which will be the basis
of comparisons for all the subsequent sets. The terrestrial and aerial
photographs must be obtained within a half an hour to one hour time in-
terval. In this way a minimal differential motion of the structure will
take place. For prolonged measurements, temperature and other factors
may cause differential movements in the structure which do not appear
on all exposures.

The second phase is the darkroom procéss which involves developing
the plates or the films. When there is more than one exposed plate from

the same exposure station, the first plate is developed in a regular
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developing time. Then if there is any problem, the developing time is

adjusted so as to obtain a desirable image quality for each subsequent
plate. It is helpful to develop paper prints of the first set of pho-
tographic negatives and to mark on these photographs all control points
and target points to be measured on the structure. This facilitates
theeasy identification of targets in any set of photographs. After
the darkroom process, the third phase or the comparator measurement
takes nlace. The photographic x, ¥ cocordinates are measured starting
with the fiducial marks then the control points and finally all other
target points. It is recormended that four measurements be made at
each fiducial mark and control point and at least two coordinate mea-
surements of each of the other image points.

After the observations are completed, the observed values must be
averaged and their standard errors must be recorded. According tc the
specifications given by Erlandson and Veress, 1975 for monitoring ap-
plication when the standard error of an observed value is greater than
6um, this value must be rejected.

At this point the data obtained are ready for refinement. The
subsequent reduction computations will be discussed in the following

sections.

4.? Coordinate Reduction and Corre;tion for Film Distortion

Corrections for film distortion and comparator errors, as well as image
coordinate transformation for the commarator system to the imace system,

can all be achieved to a large degree by using the bilinear equations.



Reduction of comparator
measurements to the

Principal point

Correction for film
deformations, shrinkage,

unflatness

Correction for lens

distortion

Correction for atmospheric
refraction and earth's

curvature

Fig. 4.2 Flow chart diagram for data refinement.
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>
1

x + a, + b]x tey d]xy .
1

n

y yt+ta,t b2x Tyt dzxy

Where x', y' are the corrected coordinates of photopoints;

x, vy are the observed (uncorrected) coordinate values;

ays bl,...d2 are the coefficients to be determined.

The four fiducial marks yield four sets of such equations and pro-
vide a unique determination for the coefficients ays b}...dz. The in-
dividual terms of Eq. 4.1 make corrections for several influences at
the same time.

1. 3 and a, provide translations to the origin from the com-

parator system to the principal point of the photographs.

2. b], bz, Cys

a. Accomplish the rotation of the observed system

b. Account for the nonperpendicularity of the comparator
axes. |

c. Correct the skewness of axes caused by film distortion

d. Correct the scale differences in x and y regardless of
whether the error is caused by differential film distortion
or errors in the comparator

3. d} and d2 provide a quadratic or curvilinear correction for

film distortion.

Equation 4.1 can, therefore, be used to compensate for much of the
film deformation. When glass plates are used, the d] and d2 coefficients

can be neglected and an affine transformation can be carried out as
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follows:
x'=x+ a, + b]x oy
4.2
y' =y + a, + b2x + Ly

Finally, if necessary, the image coordirates should be reduced to the

autocollimation point of the photo as follows:

Where x", y" are the reduced coordinates

Xy ¥, are the autocollimation point coordinates.

4.3 Correction for Lens Distortion

Generally, the most significant distortion caused by the camera
lens is the symmetric radial lens distortion. In Fig. 4.3 the point
a is the correct image location of an object point. Due to the radial
lens distortion, the point a is displaced to the position a'. The dis-
placement is positive when radially outward from the principal point
of the photograph. The displacement ar can be expressed as a function
of the radial distance r which is the distance between the image point

a and the principal point of the photo.

_ 3 5
aAr = K]r + K?r 1 K3r = 4.3

Where K}, KZ’ K3 are coefficients which are determined from the camera

calibration data. The corrections to be given to the image coordinates
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are as follows:

ar . 8X . AY : 4.4
r Yy

and

or combining Equations 4.3 and 4.4

2
of

4
bLX x(K1 + K + K3r )

4.5

I y(K] + K2r2 + K3r4)
Where r = J;Z + y2 .

The coefficients used in Equations 4.5 give satisfactory results,
whereas - adding more coefficients corresponding to a higher order r
often does not Tead to any significant improvements, especially for
simple lenses.

The corrected coordinates will be:

3 - 2
X - ax = x(1 - Kl - Kzr - K3r

x
n

4

4.6
2

y{1 - K, - K

4
Y Y - o ] 2 ‘Ksr)

The decentering distortion has a smaller effect in the image co-
ordinates. In a monitoring project where the camera stations are lo-
cated in specific places, not necessarily fixed, the optics have a
constant systematic effect which does not influence the relative struc-

tural motion measurements. It is hard, however, to establish a specific
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location of the aerial platform, but it is possible to approximate a

near permanent aerial station by using the same aeroplane, same pilot,
approximately the same flight lines, and exposing many frames. Then

the frame which provides specified image scale and proper view of the
structure would be considered as taken from an approximately permanent

aerial platfomrm.

4.4 Earth's Curvature and Atmospheric Refraction

By using a horizontal plane tangent to one of the base line
stations as a datum, the earth's curvature effect is eliminated,
The atmospheric refraction always influences the imaging process,
to an extent, dependent on the meteorological conditions which exist
at the moment of the exposure. As is stated by Fraser, 197%a: at a
range of 1km the apparent object point position can be in error by
as much as 2-3cm in normal meteorological condition; when using ter-

restrial cameras with 24" focal length. For the aerial photograph,

the refraction in terms of image coordinates is about lum when the al-

titude js about 1,000 feet and the focal length of the camera is 6"
(A.S.P. Manual, 1966). In the monitoring, however, the refraction is
significant only for the terrestrial photography and when using large
focal length. The problem can be solved using several methods given by
Fraser, 1979a. Two of these methods are given as follows:

a. Corrections to the image coordinates by using the formulas

(ref. to Fig. 4.4):

"

ax = -f SECZ(B-M)AB sin k
4.7

-f SeCZ(B-u)AB cos k

Ay

S

where a8 is defined as #g = - 5 coOs B(%%J X 10'6
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Figure 4.3. Radial lens distortion,
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where %%-is the vertical gradient of refractivity which is assumed
to be constant along the light ray path. The %%—can be evaluated
from an estimate of the vertical temperature profile.

b. The effect of the vertical refraction in the object point co-
ordinates can be reduced to a few micrometres over a photographic
distance of one kilometre. This reduction is done by applying

a priori constraints to the object‘contro1 points and employing

an analytical solution where the exterior orientation elements

are treated as unknowns.
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Fig. 4.4. 1Image coordinate correction AY and Space coordinate

correction A2 for vertical refraction (after fFraser,
1979).




5.0 THEORETICAL EVALUATION

5.]1 Theoretical Evaluation Process

The theoretical evaluation is performed in order to establish that
the methods developed, sequential and simultaneous, perform properly.
Parallel to this, theoretical data adjusted using both methods are
analyzed and compared. In the process of the theoretical evaluation,
the effect of various errors, which are introduced to the image co-
ordinates, is analyzed. The theoretical evaluation is based on a simu-
Jation experiment using data as in section 2.1. The parallactic angles
and the exterior orientation elements are given in Table 5.1. In this
experiment, only one combination is used as shown in Table 5.1. A total

of sixteen experimental runs are performed.

Table 5.1 Parameters used for theoretical evaluations

Station Parallactic
No. X " Z w ¢ | ¥ angle
1 -1500 1440 4300 0° -30° 0° Pt = 60°
2 5500 1460 4301 0° 30° 0°
3 2015 2600 -400 |-40° 0° 0° Pa = 40°

Eight of these runs are performed by the sequential adjustment
computer program plus eight by the simultaneous adjustment program.
The various perturbations which are introduced to the image coordinates
are as follows: Round-off errors to the closest micrometre. Auto-~
collimation point error up to 20um. Lens distortion error generated

bv the average distortion coefficients listed in Table 2.3. Acci-
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cental error as given in Table Z.4. Table 5.2 gives the final results
obtained by the simulation experiment. The quantities SX’ Sy. SZ of
this table represent the mean square value of the differences as de-

fined in Section 2.1. The quantity Sp is the position error defined as

2. 2
So = ¥5x * Sy

+ 52

For all sequential runs, the exterior orientation elements are com-
puted using perturbed image coordinates. For the simultaneous method
the a priori variances given to the observed or estimated quantities
are as follows: Frontal nodal point space coordinates; +2 feet, or-
jentation angles; +180 minutes, observed image coordinates #3um, estim-
ated or observed ground coordinates :0.5 feet. The final differences
between the true values of the exterior orientation elements as given
by Table 5.1 and those values obtained by computation of the simulation

experiment, are given by Tables 5.3 and 5.4.

5.2 Analysis of Results

The results presented by Table 5.2 provide a basis for the evalu-
ation of the simulation experiment. Both adjustment methods are com-
pared using the resu]ts given by Tables 5.2, 5.3 and 5.4. The most
important difference between the two methods is found to be the effect
of the autocollimation point error. In this case, the sequential method
provides substantially larger differences from the true values whereas
the simultaneous method provides smaller differences (about nine times
better results from the sequential method). The autocollimation point

error in the simultaneous adjustment is absorbed uniformly by the ex-



Table 5.2.

Errors in 1/1000 of a Foot

Theoretical evaluation results

58.

THTRO- SEQUENTIAL SIMULTANEOUS
DUCED
ERROR . s s REMARKS
SOURCH X Y Z Sp Sx | Sy | S | Sp
ROUND OFF
0 7.0 4.3 7.9 11. 2.71 2.84{ 3.6 5.3 ERROR
1 |187.3] 119.0} 297.7| 371. 39.1| 9.6| 5.7 | 40.7 AUTOCOLLIMAL
: TION ERROR
2 Lo2a.7] 14.3] a1.4] s0. 18.1 | 13.9 [ 32.1 | 39.4 | LENS DISTORy
TION ERROR
AUTOCOLLIMA-
3 {197.1] 127.4( 304.3) 384. 38.6| 9.5131.7 | 50.8 [TION LENS
DISTORTION
ACCIDENTAL
a 0
4 a4.2| 33.7| 56.4{ 79. 39.9| 28.5152.1177.6 ERROR
ACCIDENTAL
5 |218.7] 120.5} 317.1| 403. 47.8129.1153.2 | 77.2 JAUTOCOLLIMA-
TION
ACCIDENTAL
6 49.7| 35.2] 66.3! 90. 48.6| 34.9| 61.8 ] 86.0 LENS
DISTORTION
ACCTDENTAL
AUTOCOLL IMA-
7 |227.11 128.4} 322.8] 415. 42.4| 32.6 | 62.4 | 82.2 |71 0" Ens
DISTORTION
Max autocollimation error introduced = 20um
Max lens distortion error introduced = 16um

Max accidental error introduced

=
3



Table 5.3.

the sequential method

59.

Changes of the exterior orientation elements computed by

Station | Error | 1/1000 Feet Minutes
No. source AX AY, v A b Ak
0 1 24 -25 0.01 -0.01 -0.02
1 35 6 -31 0.13 0.11 0.05
2 235 220 247 -0.13 -0.03 -0.09
1 3 -202 203 241 c.01 0.08 -0.02
4 441 -601 245 0.34 0.25 0.20
5 475 -618 239 0.47 0.37 0.26
6 205 ~-404 516 0.22 0.22 0.12
7 239 -421 511 0.36 0.34 0.19
0 ~-25 -22 -30 0.01 -0.02 0.01
1 -34 -21 32 0.14 0.08 -0.06
2 59 132 281 -0.07 -0.05 0.07
o 3 50 133 2N 0.06 0.05 0.0
- 4 84 409 -70 -0.24 0.08 0.03
5 75 410 -60 -0.11 0.17 -0.04
6 168 563 182 -0.32 0.04 0.09
7 159 564 17N -0.19 0.14 0.03
0 56 -107 55 0.19 0.09 -0.03
1 -542 1,150 -564 -1.58 -0.52 0.22
2 104 -110 155 0.29 0.19 -0.05
3 3 -494 1147 -463 -1.48 -0.42 0.21
4 -157 275 -228 -0.58 -0.22 0.15
5 -756 1535 -848 -2.34 -0.82 0.40
6 -109 272 -128 -0.47 -0.13 0.13
7 -706 1526 746 -2.23 -0.73 0.39

For error source explanation see Table 5.2.
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Changes of the exterior orientation elements computed by
the simultaneous mathod

Station| Error 1/1000 Feet Minutes
No SOURCE aX, aY, 87, B Ad Ak
0 0 12 3 -0.32 0.08 -0.05
1 -415 139 ~-165 3.02 -6.13 1.69
2 4} -20 261 0.65 5.15 -1.37
] 3 -373 107 92 3.93 -1.05 0.37
4 277 -85 47 2.64 6.34 -1.86
5 -137 1 -122 5.97 0.13 -0.13
6 319 -118 305 3.61 11.41 -3.18
7 -85 9 136 6.94 5.21 -1.45
0 -1 -1 0 0.09 -0.01 -0.04
1 110 166 314 1.23 4.46 -5.36
2 50 12 224 -0.43 -2.01 3.14
2 3 161 210 539 06.72 2.46 -2.18
4 42 -162 -195 5.00 2.98 0.29
5 153 35 119 6.14 7.45 -5.03
6 93 -148 28 4.48 0.97 3.47
7 204 49 343 5.63 5.44 -1.85
0 -1 6 -2 -0.42 -0.01 0.13
1 -219 230 -92 0.55 1.20 -0.31
2 3 -17 72 7.39 1.25 1.45
3 3 -214 207 -18 8.36 2.46 1.00
4 74 -46 -20 3.15 4.17 ~-1.03
5 -144 177 =111 4.12 5.38 -1.47
b 79 -70 53 10.96 5.43 0.28
7 -139 154 -37 11.93 6.64 -0.16

For error source explanation see Table 5.2.
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terior orientation elements (Table 5.4). However, in the sequential

method the change in the frontal nodal point coordinates, due to this
error, is substantially more significant than in the orientation angles.
The simultaneous method appears to have a tendency to give better re-
sults than the sequential method under all assumed error conditions.

It is remarkable that both methods provide about the same accuracy
under random error conditions. Both methods also give about the same

results under combined random and lens distortion error conditions,

A conclusion from the above analysis is that for the chosen geo-
metric configuration a precise camera well calibrated gives about the
same results via the sequential or simultaneous adjustment. Using a
camera which has problems with the autocollimation point, the simul-
taneous method gives substantially better results. In any case, where
no errors appear on the observations, the simultaneous method has been
established as being superior. When small gross errors exist in the
observaiions (are to say low resolution, adverse weather conditions,
wrong targeting, etc.) the sequential method is less influenced by the

presence of such a gross error.



6.0 PRACTICAL EVALUATION

6.1 The Gabion Wall Monitoring Project

The test area is a Gabion Wall which has been built as a part of
Interstate Highway 90 East, at Snoqualmie Pass in the State of Washington
(F1int, 1975: Sun, 1976; Veress and Sun, 1978; Veress, Jackson and
Hatzopoulos, 1979). A KA-2, 24 inch focal length camera was modified
so as to be used for terrestrial exposures, as well as to accept glass
plates, has been reported by Flint, 1975. Flint, also established the
terrestrial camera platforms and part of the control field.

For the present research, aéria] photography has been introduced.
There are four sets of aerial photography available, the dates of the
exposure being: October 27, 1976; April 12, 1977; September 19, 1978

and May 14, 1979,
The aerial camera used for the photography of October 27, 1976

and April 12, 1977, is a Wild RC5/RC8 with 6 inches focal length and
aQerage resolution of 52 pair lines per millimetre. The aerial camera
used for the photography of September 19, 1978 and May 14, 1979, was
an Aero/View 600 with a Fairchild Ericon lens of 6 inches focal length
and average resolution of 61 pair lines per millimetre. The Wild RCS/
RC8 camera, was mounted in its regular position in the aeroplane floor,
which is generally used for typical vertical aerial photography. In
order to take the oblique photographs of the Gabion Wall structure, the
aeroplane was rotated around its flight line axis. The Aero/View cam-
era was mounted on a rotating platform on the floor of the aeroplane,

and the view of the structure was provided through the aeroplane door

opening, the door being removed before leaving the airport. The three
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first sets of aerial photography provide an image scale slightly smaller

than desirable and, therefore, some of the targets are not clearly iden-
tifyable. In the last set of aerial photography, there is a desirable
image scale and the photographs are of optimum quality. From a total of
38 measured targets in the October 27, 1976 set, 17 {or 45%) are imaged
in the aerial photograph. In the April 12, 1977 set, there are 33 tar-
gets with 13 images (or 39%) in the aerial photograph. In the September
19, 1978 set, there are 40 measured targets with 10 images (or 25%) in
the aerial photograph. Finally in the May 14, 1979 set, there are 36

measured targets with 27 images (or 75%) in the aerial photograph.

.2 Methodology

The problems which exist in the Gabion Wall monitoring project re-
quire a proper methodology so as to obtain a satisfactory solution. The
standard bundle method, however, is capable of eliminating most of these
problems. Using appropriate weights for the observations, the effect
of a small observation error is minimized. The problem arising from the
control point observation error is very difficult to solve by any method
and, therefore, it should be expected that some small absolute orienta-
tion errors will remain between the sets. This typically has a greater
effect in the structural deformation measurements which require all sub-
sequent exposures to have precisely the same absolute orientation in
order to be compatible. The absolute orientation between the sets is
also affected by the inherent systematic error which has to be, for the
monitoring case, the same in each set of survey. This of course does

not exist in the present evaluation since the equipment used was modified
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or substituted with other and the aerial photography was not of a con-

stant quality during the three year period of the survey.

The present methodology applied to detect and eliminate observation
blunders is as follows: a) The output from the sequential method run
including error is analyzed in terms of the residuals from the inter-
section of a point. These residuals define whether the mathematically
reconstructed corresponding light rays converge to a point. An obser-
vation, with a relatively large error, will create large residuals for
the intersection and, therefore, a large a posteriori variance factor.
From the intersection of a point, however, the variance factor is exam-
ined. If only two images are involved in the intersection, they are
disregarded whereas, if three or more images are involved in the in-
tersection, the one with the highest residual error isexamined after
appropriate statistical tests. In this way, large blunders can easily
be detected and removed prior to the simultaneous adjustment. b) The
simultaneous adjustment method is performed by fixing seven parameters
only. One or more computations take place so that finally to obtain
a posteriori variance not significantly different from the a priori
value. The residuals Ui then are examined and if they are greater to
the a priori assumed weight o,i @ hypothesis test Hai is performed

(Baarda, 1968; Utolia, 1975). The B hypothesis is that there is a

blunder in the ith observation.
If
U.
1
)l > F{, w, '[_a
Uui 4]
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then do not reject Hai' In the present case the significance level oy

assumed as 0.05 or 5% the F-distribution function is taken from tables
{Baarda, 1968) as a function of the o,s By the By is assumed here as
0.80.

In this way the blunders are eliminated and there is a final com-
putation made where more observations can be given less reliability. In
the present research, the seven fixed parameters were: the three coordi-
nates of each of the control points 992, 993 and the Z-coordinate of the
control point 884 (see previous final technical report). In the final
computation the X and Y coordinates of the control point 884 were con-
strained within the tolerance of their standard errors determined by
geodetic observatioqs.

It should be noticed that when constraining more than seven param-
eters the a posteriori unit variance is tested as compared to the unit
variance obtained by fixing seven parameters. To accept the constrained
adjustment, there should not be any significant difference between the

two varianres.

6.3 Evaluation of the Monitoring Results

The final outputs from the simultaneous adjustment program are
listed in the Tables 6.1 through 6.5. Each of these tables have 13 co-
Tumns. The 1St column indicates the sequence number of the point. The
2nd column indicates the name of the point. The 3rd through Bth columns
indicate the coordinates and the standard errors of the points with the
seguence: X, oy Y, ay> Z, oy The columns 9, 10 and 11, represent the

differences between the a priori observed or estimated ground coordinates
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and the final computed values. The 12th column indicates the photo-

graphs where the point was imaged and observed, for example, in the
October 27, 1976 set, the point 883 was imaged and observed in the
photographs No. 1, 2, 3, 4, and 5. The numbers 1, 2, 3, 4 represent
the four terrestrial stations and the number 5 represents the aerial
platform. Finally, column 13 indicates the date of the survey.

To determine the precision of the system, the averages of the
standard errors were computed and found to be as follows:

October 27, 1976, 45% of points have aerial images

Sx.= * 5mm
SY= * 4mm
Sz = *12mm

April 12, 1977, 39% of points have aerial images

= +

Sx 4mm

. g

SY 3mm
= 4

SZ 6rmm

September 19, 1978, 25% of points have aerial images

= #

Sx 6mm

SY = *5mm
=+

SZ 21mm

May 14, 1979, 75% of points have aerial images

= *
SX omm
SY* * bmm
Sz = *J0mm

The inclusion of the aerial photograph leads to significant im-

proverents as is expected from the simulation experiment. The set of



67.

12 10N
L2 1l
L2 120
L2 130
22 130
L2 1on
22 100
$2 100
L2 120
L2 10
L2 10N
L2 120
L2 120
L2 13n
lz 10
L2 13
iz 1IN
L7 120

L2 1
te 120
42 10N
2 1an
22 100
i2 120
L2 120
i 1M
L2 Lan

L2 130

145
12%¢
Teue
12ne
1Z%¢
2%
12656
T?26hg
1764
T2€%
{L)

NED

200° 240" -
9e0* TL0%=
L10° By0*=-
620° HGO* =
2z0* 9¢0* =
9?0° §90°~
ag0* 160 =
6T0= LTIO*=-
620 4LO0'=
¢e0t= Q10" =
LXeTo AN
6T*= E£10°
£eo* Lt -
510" gri’=-
120°* 6604 =
2fa’ LEQ "~
LRIV 190"=
600° 420%=
0LGo" [ 4o
wGQ0* wlfn*
pep® teQ?
RL0° FIn-
Nt £20°% -
470" nTne
210" Tont
can*~ 470*=
s¢1” Y41~
10 ggn*-
K{0" £10% =~
0ro* o2nT~
000~ 200*=~
900" 1INV -
gopv-  220° =
6(0*= £YE°
AT =  ap2*
¢G0*= Q00*=~-
000*= 0Q00°
000" 000°% =
10 AQ
JEY €331
0

LLe0°
0zeo*
9970°

L00* =
100
£00'-
100*=
200 =~
100 =
100*
27Nt
210%=
Z210°% =~
2ro"
690°
DT0*=
Inht=
200°*
FOO" "=
o0t -
500%=
lzn*
Lznt
gen*
HEQ*
HOoNn*
to0* -
ing*-
HPO =
NEQ "
&7C*
200
c00*
NP *-—
00"
OO0 -
(441104
ifn*=
100*
Qon®
000 =

x0

N ¥

270°
c¢To"
LRl I
¢10°*
K10
win®
970"
6on*
sO0°
600"
110°
670°
F10°
o1nt
Lin*
fin*
_T.J"J-
fo0"
TN
TT0*
£TC"
€ETE”
Ladald
Q1ne
nry*
gTo*
~£10°
Goa°
&00°
&00"
010"
atTn:’
Yro-
600"
610
gno*
con*
oon*

18

3 ¥Au3 WYOANVYLS
WOHd weabodd Jo 3ndino teuty

2629291~
0ya HEQT-
94T*1¢9T=
ang2f9tl-
HERTTEQT~-
STL TEQ T~
RIT*GFQTI-
BRE*HTIGT~
Leg*LTal-
CIR"LIGT=
O lECT=
tLH" a6 T~
LER'Q2OT-
1606297~
gT0*PEIT~
66291~
TCATT29T-
neEL*116T-
QL lesT~
EQZ hECT-
LIl hesT-
CR2 L0 T~
ben*197=
fEe HroT-
EAN %097~
Q60N 00L T~
226169 T=~
670191~
19249041
QRT*6HQT~
LOL*TONT-
LRR*T10GT~
Zbh aecl~-
9wz 16l 1~
HaG*RELT~
€6 2alT-
TAZ*C99 T~
LA R LA

H

ST SNOTIL123W¥D)=-1
ST SNOTUO3w¥0I=-A
SI SNOTLIINHOI-X

400"
€60°
son*
500°
500
»00*
con*
€00"
£on®
£00°
non
500°
H00°
400 *
con*
500"
£a0"
€00
Y00
hont
w00 e
400"
£00°
tco*
£Cn*
Qnp*
ap0 "
fon*
£00*
£no*
nQo "
Fens
Hon
£00°
Foo*
zon:
ono*
000 *

AS

d4Y3H1 ONY

IHL 40 3INAVA
Ikl 40 3INVvA
3HL 40 3INIVA

08090071
0RD*TTOT
Te11001
£z2*9001
86L*R00T
CEC*ATIDT
188°606G0T
d8E*E00T
KCT*200T
FFAT"ENOT
92 L6k
9200007
c1eta0nt
91001
ce2*0101
LEAL R
P26°6N001
Ri0* 5001
LA2'664
0211001
1A RAATT
T0Z*2001
9996001
SCO°6HA
€6 0001
RTF*940T
020°L90T
ATT*L0AT
6EC"200T
026*%001
Ern*hbh
2aa"€0C1
RFCTEROT
EER*HA0T
CCu*2ROT
C26'9A0T
€59°9201
oHt 6201

A

cAIVNIANNND ONNNED 0
“/z 4340320

9i61

500"
Qpo*
Q00
900"
Gno*
Q00"
o0
wo0*
Lie o
L00°"
cont
RO0*
eon*
400°
L00*
ceo*
200"
HCo*
¢Qe*
cnnst
gent
900"
&00*
Ho0*
®00°
ROO"
L00*
s00°
400°
»00"
o0t
can”
oot
aont
(e
s00*
oco*
¢gn®

XS

IW¥NDS NY3IW
IAYNDS NY3IW
IYYNDS NVIW

0264561
AEE* 1667
£En0*LL6T
ZueteEnaT
Ti6*0LGT
956 9L6T
Lybthinel
T2 62hT
LTI9*L16T
REG*LTINAT
ana*pZnl
GHZ2 OLET
£26224961
HAL Ly aY
0LF*009Y
TCT*H96T
169 2¢€0T
IELRFNL N
BAH* 3247
TH6*02%1
CHE*ETw]Y
07 {741
Goh*LTAT
7e0" R

panengyl
FL TR P4
6a9*9¢fl
2902061
090 REHT
Hen*AGHY
L raEE LA
bh1*Ehy1
7asz*agsT

ORE*SENT

Ti0°6THT
Ay Zenl
2l6*q6h1
qeathenl

ELNY
JHl
HL

ET1
20%
[4921
H0t
£NE
20E
§72
160
BRO
G00
f10
600
102
T01
£es
o7
v
070
2to
11D
600
A30
LITRe]
LI
£%0
THA
166k
190
290
%0
ato
arp
nyo
LR
FE 3!
LN
11-X)
2bb

Nd

—~eaM O~ DO

NS

31379209 3HL
‘T*9 °TqrlL



68.

21 ¥dv
2T udv
2T ddv
21 Hdv
21 ¥ddv
2T Hdvy
21 udv
2T Hud™
2l nan
21 Hdv
el ¥dv
21 Wdv
21 Hdv
21 Hdv
2T ddv
Wdvy
¢l Hdv
el ddv
2T ddv
21 wWgv
¢l ndv
21 ¥dvy
21 ddv
el ¥dv
21 Ay
21 wdv
2T Ydv
¢T ydv
21 ddv
21 ¥dv
2T Mdy
21 wdv
21 Hdv

iva

T4
£hg
£h
€Y
£
£
£En
£h
EY
1¢
2y
X1
24
2%
2h
12
T4
T4
1ty
1¢
T4
1¢
12%
eng
12y
T2%4
1264
ToHg
T26g
| 84
12¢F¢
TZE48
YEng

N§D

%20°
&0c*
£ET0"
»00°*
acne’
REC*
kA Ath
hfQ*
Ltf0°*
940°
LT0*
€50
¢90*
gens
150"
QoT*
sC0*
600"
L0o*
ROO*
900°
ot
L10*
Y720"
Go00*
&10°
€10
L10°
Lco"
£E6T*
ono
¢oo"
000"

i@

- 210°
- B8E0*
Ls0°*
- HhO*=
|- Teh
TI0*=-
won*
- E10°
e2o
Eco*
Zon*
tH0*
oror-
€10 =
GEn"
RGO
fFeo"
%0
0%Q°~
L90*=~
9h0 " -
ozn*
9ED"
£on:
gI0*
00°
t10*=
100"~
- &Of*
hEZ*
000" =
oo0t-
ono e

|}

"1 11

LI I
LI B B |

t

AQ

Y1H0*
€h6L0°
ql10*

900" =
BOC =
210~
£10°-
110%=
10 =
WT0 -
3
210~
RZO*w
rA
zene
BT~
ST
£00°~
ofrpne*
00C*=
AT0" =
9n0 -
gEone
Lo0*
QTne
zZ100
LY
L1ne
z10°*
010"
1100
OO -
byt -
O1N*=-
pone
00N =

x@

ST SNOT1334%00=-12
€1 SNDTIINAYYNI~4

ST SNNTIIAEN0D-X

H00*
anp*
600"
200"
L00*
00
anoe
qnnt
eno*
600°
cent
100"
G0N
co0°*
L00"
0Ine
500"
gnn*
a00°"
2100
con*
fno*
cane
con”
»00*
H00*
cane
LRSI
Q00"
icon”
noo*
000"
oon:

1%

TeL* %091~
GEQ°ELEQT =
LTI6*HEGT~
2TE*TEG Y=
£0L°17GT=
TER AT~
EAC LTIGT-
FEP*LTGT~
AARA"LIGT=
AER HENT=
0EN*TT9T-
2HO 7661~
TL2°TTG0Y =
CLq'TTIGT -
AR A NS
lns*gacT-
0924091~
LRY"H79T=
CaR*1291-
fC2PAFGT-
JET E2GT-
QaH 999 =
RON*CTO T~
£06° %007~
BLT*G09 T~
TZ2LT0GT =
FARTTNOT-
GLlu*angT=
hh 2t TCE T~
GLO*RELT~
CCG"Z29L T~
TRZ" 0601~
AhQ* 1 49T =

1

Zoa
£Co
“$00°*
£00°
fF00*
£00"
cont
20n¢
ton
00"
fon*
£00°
foo®
200"
£00"
ALK
£00°
FOo"
Lo
a00"
£o0¢
FQo*
oo
£E0n’
o0t
L00"
cnne
gone
£0Nn*
£00°"
200"
000"
000

AS

THL 4N 3INIvA FWvNOS Nv3IW
IFL 40 ANTIVYA INYNOS NY3IW
IHL 4N ANTIYA INYNOS NYIW

2602001
cnZ2*Root
upttYoT
9H2°90071
t16°CT0T
HGEEO00T
6612007
626€001
9464007
£E06*600T
fletgooT
§56°1007
2L1*n001
609007
t0Z202001
T90*00NT
610664

5692 00T
RZ6* 9001
hEZ2'OTOT
FCI'6N0T
GEREROT
00T*L00T
tie "000T
24" %007
InNC*66b

sra*eQnt
£E0°CONT
ERR*4£Q0T
E6P*280T
G29°9n0T
Ce9'g2nt
0%F 6201

A

FCO*
wO0
200"
LYeiN
LYt
EQD®
fcn
fo0°"
FOO*
coo0"
FoNe
coo*
£00°
fo0"
Lo
on”
hOO
Y00
foo"
100"
£E00"
LT
£00°"
gEone
£0G*"
f00"
HCOD*
wnoe
%00
0"
wone
000"
0oa*

xS

T60°846%T
LA EdST
G9E*T661
RGh*qLQT
29659467
1L G467
6NATLTIGT
shCL1AT
6Q%LTST
Tee* 2961
oLt Lanl
FOF*b6FT
269*L 98T
RaytighT
BIFETHY
T2 0LFT
GHD* RGN T
LRt haAT
LA R4 A |
L0htG0GT
Tef*ingl
LRe'g%aT
G009 *206T
hiGRqeT
SHEO° 4T
RhZ2'Guyl
AuT'Ennl
Ruh*RINT
Lifraent
LG 5THT
TEs*2eyY
FALREAL A
929* 64T

¥

JHL
HL
3L

’%0
20€
20%
£0t
Zng
160
670
830
Ha0
1o¢
290
990
130
ano
f170
€0
he 0
€0
cot
£2c
71
29 R
430
€0
140
ato
CARY
070
£ R
2un
haf
€ho
266

Nd

NS

J¥Y S3M43IW NT YOUYI NYONYLIS ¥IIHL ONY STIVNIQHODD ONNOYS 03ILDINWDI IHL

OWOHd wedboud 10 yndano [Buly 2761 *Z1 |Lludy

"2'9 °91qel



69.

6T 43§
61 438
6T 43§
61 43%
61 d2%
6T ¢3¢
61 413§
61 435§
61 d35
61 438
61 d13§
£1 d3§
67 ds
61 ¢28§
6T 435
6T 239
6T d13%
L1 4138
61 d3f¢
61 438
61 3%
6T 413§
6l 438
61 43S
61 438
6T 4365
6T 439
&1 438
61 4138
61 43¢
6T 413§
61 4138
b1 425
61 418§
&1 43¢
AT d1%
61 418§
60 d3%
6T 43§
&l 4338

3ivo

r4]
rL)
2
12
12
£y
£y
£y
£%s
£46
£h
£%6

NSO

T60°

220°~
£00°~
Qch =
pETS =
CRO* =
1L0°=
nRO*=
-
T~
GT1*~
6e0° =

QRN =
€20
£EN0" =

et~
pent-

$CO* -

€10°=

Lzot
01"

LET"=
€ETt -
22T’ =~

920°-
094 =

Zhht=
tLgt=
Zint~
966 =
AR

teo*

(€0~

020°*
cHi*
60"

€ECQY -

oG
900"

000"~

(1Y}

>

060"
610°
czo0°
940
190°
920"
9501~
£10°*

ozn*-
TZ0"
£€0°
£20°-
Q00"
0o
L
120~
W10 =
020"

Qda.
ngo*
920"
290"
RGO
[ Jthe
4En*
oot*
660"
Ten®
580"
g
£90"
ouT*
zeo*
€n0° -
6EN® -
£0n° -
000"

000" -
000~ =
coc-

Al

leezt
Feco*
aR20G*

Zn0°
100°=
800°
AGo*
€60~
gz00
220
600 =
LTo"
9TC*
&T0*
600°*
w00 =
WOO -
200°=-
pO0
L00"-
£00°~
a0 n -
ridl
610°*
2e0r-
9zne =
¢70 -
200" -
Le0"
gF O
at0"
Lrer
oy0*
150°
9€ 0"
600"
£one
690°=
enn*
oFne
100°=
con®
000"~

X

LTO*
100°
eno*
120
170°
Geo0*
g0’
610
ral
oE0"
1€0°
gen’
nzo*
610"
610"
910"
g10°*
q00°*
aon*
070"

peo"”

Lie*
CR N
g10*
lLonr*
T20°
Teo*
924"
Qz0°
9N’
Leog*
220"
110"
¥20*
o»o*
an
6C0*
nge*
oonor
oo

2%

SNOI11334¥0J-1

SNOTL23860D=A
S1 SNOT123y¥u0d=X

62E° €091~
ZEE POET-
ART*GAG T~
RGE*FNGT=
180°H00T~
TR GEOT~
Ge HEQ T~
GEG* L1l
Ghne2FaT-
ECH TEIT~-
lELTEGT~
VKT LI
HOE 619 T~
NER*LTGT=
51200797~
1964191~
L19°1101=-
192° %0971~
604°509T~
nE0* 766G T
CEH*"R2ZOT -
06 600T-
9260609 -
&% 0791~
50910917~
£90° €001~
2LF0E09T-
6aQeEHsT~
SERYEHG T~
ThE* o667
106 446 T~
210%2691~
£02°%091~
Enh 99T~
poT*RrEOl=
WED*CZ2T=
»21°6NgT~
§69°20L 1=
1RZ°C991~
9ha 69T

L]

Qoo
£E00*
s00*
q00°*
QQ0*
Loo*
900"
£00°
900"
Qoo*
900
%00
»00*
»no*
hoo*
®00*
€00
£00"
£00°"
Ry eliny
900"
600
Go0*
sco*
€00 °
qQco*
g00°*
i00°
L00"
ron*
Lon*
&no*
€00
qon*
Lo0*
c00°
£oo0*
2o0*
oon"
000"

AS

AHL 40 ZMTVA
JHL 0 3INIvA
3Kl 40 INTVA

6426001
GLE*200T
HAT"200T
6212*L001
€2 0101
HOE"ROOT
2501101
hHT1*2001
HeT' 00T
27280071
£0s*0T0T
L0G*800T
Tue*e00T
0gaet 60t
G19*L001
2i0%L00T
YE0*9007T
ERL®O0OT
p1Qe2n0T
AnyeINQY
E4RTH0OT
lzoLnot
AROE*600T
GGy *TT0T
blbv*Bhb
§QB*200T
bHR*H00T
0FEZ*eEQO0T
9% 50NT
greanT
SC9* =001
HECL90T
ZRe*RGL
2rA*fent
tw2+0701
hZ2T*600T
7RY*40NT
6299607
£69°6201
0wE* 6201

A

500"
€00°
900
$00*
cooe
110°
010
§00°
010"
tco*
60n°
Y00*
€00°
coo
ceoe
w00
500°
£00°
FCne
LY
660°
500 *
&00°
9c0°
f00°
co0°
€en®
900°
apn®
900°
900°
<go’
200
900°
¢1n°
Log:
w60
s00°
ceos
o0q*

XS

IWYNDS NYIW
JEYNLS NY3IW
2YYNDS NYIW

»QT*€aF T
GEntBeNT
Te9*e1%1
002*bEET
As0*eeEFT
TaA*a35¢T
EVE“ TART
b09*L141
bisrgnct
NAK*9LGl
GLb*9L6t
2R 2451
Hh2F'676T
YR LT
GHZLTGT
hehy 2067
AR LanT
REO'RAYRTY
ALNRGHT
LAF*H4FT
geetZnt
anTreqtl
LAA A
EHO YT
ghatonnl
699 LELT
LI A A
EQ2'B0FT
grRneT
AL2AOFT
coltiofl
0aL"eEcT
€0t anyT
LY AL 1
H16*9097
LIAANFE A
CHRO*RINT
Omht2Enl
2146651
97296241

IHL
ELBS
JHL

LR
orn
f90
2L
TLT
622
0%
¢RO
§0Of
€0t
20¢
2ny
160
990
LX)
L0C
o030
£%0
Zve
00
10z
gar
297
TaT
#10
oL T
€47
801
€91
29T
191
Thé
hh0
a8
€24
mI
150
LA
tht
2ho

Nd

M T N DD

™S

WY S3YLIN MY WO¥W3 BYONYLIS WT3HL GNY SILVNIOHCOD ONADWD A3ILD3ww02 AHI

‘DL0Hd wesbcad 18 andino 876! ‘61 49qwaldas

"€r9 81qel



70.

ST AWM
ST AYM
ST AYW
5T Avu
T AVUW
®T AV
81 AvW
HT AVM
9T AVH
YT AVH
T AWM
BT AVH
»T AV¥H
4T AWH
ol AVW
AT AVW
S0 AYW
hT AvH
HT A¥W
HT AVH
LAGF S 4
21 AvH
"l AV
Wl AVM
8T AVH
W1 AWH
%1 AVH
YT AVH
a1 ATH
ST AVH
8T AVW
4T AVH
S AV
9T AYW
®T AW
BT AYW

3ive

29
24
€98
2F4
€55
¢EC

N§D

620*
- 940°
CEO*
900°*
- BZOT
- 030"
- &%0°
RO0*
920"
h10°
L20
G50
- 62C*
- fQa0*
- LEG*
g1n*
500
g1n*
£en’
Hett
Lo I
&6T"
[0 e
LET®
Tet®
oin*
£00°
a0o"
G90°*
- EH0*
2L0"
L2100
- n»6G0°
coc*
soor
ooo*

Al

8t so"
GRET®
6110°

L00°= pOO*
010"~ £[00°
z290*  110°
420°  a10°
LEQ*  n10°
yTO* = ETNS
p2C*= TT0°
100+ o0t
610  600°
eTh" (11
800" 100°
€10t 110°¢
1T0*= o01n°
120~ f00°
220~ 600°
270°= 000"
910~ PCO*
gInN*~ HOD*
LInt'=- ROoN*
622 010"
w0o1'  FIO*
gals  2In*
16T 210°
oRT*  210°
ohT*  TT0*
TR = €1n*
£00%=  AOO*
§T0°  tene
s¢0°  110°
CEO" - rCO"
wE0*  RCO®
TFN*w- rone
LEO*= 600"
s00*  gone
0on  ngo-
oonc =  /ON*

XQ 75

$1

ST SNDTLD3¥¥D)=-A
SMOT1J54800-X

st

SNOT133d¥02-2

L2 1191~
£L2°419T=
1026051~
L%8* 6091~
12€°€097-
fhELFOT—
r59 2697~
€12°€p61~
¢rTe*60aT-
TEECNTOY -
T0L°T09T=
LE9 TEGT
NPE*AZIT~
PO 6291~
€09°1791~
Fho*hTQT-
066 LT9T-
208°77G7~
HERTLTGT~
0L2* €05 T~
€20°%09 1~
APG EAGT~
£62°EFGT~
702° w661~
B2E hbGT~
FF6 10T~
2601191~
290 2heT~-
CFE HUGT~
Lo0 n09 1=
£6L° 5061~
€0T* 609 T
LER*TGOT
€070 1=
TR 0961~
959* 1491~

7

%00°
00"
900"
00"
Lnne
100"
900"
00"
QQo*
s00 "
S00*
qon*
90
0o
con*
h00*
%09°
200°
»00*
L00°
6nn*
60"
600°
H00°
600
#Q0°*
H00*
o0
€00
Y00*
qon:*
%00°*
€ECn*

Zoun

000*
oo

AS

IHL 40 AINTVA UVYNIS NV I
IHL 40 INVA IWVYNDS NYIW
IHL 4N INTIYA J¥YNDS N3N

AT 4001
90940071
gl 6001
HTE'600T
6r2*L001
SF2°0TCT
£02°900T
aeyt2not
6EDLOOT
€25 TY01
“BY 666

6050107
geY*L00T
9ET 6001
ROC*ROOT
HEE'E00T
95T 200T
G246°EN0T
HHG*6noT
hEQ*HN0T
9hZ'0TNT
LH2€00T
ao%*%00Y
ESETA00T
1299001
aepingl
0H80°9001
LEn*T0CT
nTPtEeoY
19L°0001
w2R 2007
206*w00DY
LeR*En0T
62994601
a69*92nt
one* 6201

A

4C0*
£C0"
&00"
210"
ROO*
[ Ao
H00*
LXalthe
Lon*
QCcn®
€00*
$CO0°*
00"
£00"
HO00°*
£E00*
gnne
gEOn*
£CO°*
6£00°
600
T10°
110
110
110
qon.
9C0*
00°*
fone®
ton®
£One
00"
£one*
con®
onne
oon*

XS

2189*28%T
962¢LTAOY
LIAd TN |
TO»*E£9¢ Y
€02 4HEET
qE60NeY
FO0*%RGT
AR
prerescl
T 93¢
0H2* 54941
LRh*9LGT
174961
LETAFA T
a7areeal
eTE*5261
LngcL16t
22611461
LhE* L1687
aGgreeel
TA0 HEET
GrETRNDET
OnA*LOET
2EETROLT
Lyt 20ET
26452067
Qen LRy
SLETHAHEY
LN9*isql
RA0*H4YT
HE T RETRALR|
40T RGHT
6T Cunt
gy 7lENT
FALSE YL
929'624T

X

IHL
ELD
Il

190
%90
LT R
297
2L
£2¢6
L]
KO0
Rt
Ta1
810
0t
Fn?
TO1
nT
L50
(1 k1]
690
940
£€LT
L1
LA}
€97
291
191
Lso
Qo
ann
ayR
E4D
240
140
910
%19
fhh
264

Nd

Juy S3IF13W NT wDURI MYANYLIS ¥T3IHL ONY SILVYNTONDDD ONNOES 03133W¥00 3FHL

*OWOHd weaBoud j0 3ndino |euty 661 ‘p! Aoy

‘v79 atqel



TABLE 6.5 PRACTICAL EVALUATION RESULTS
THE X»Y»2-VALUES ARE IN METRES THE DX»0Y,0D2 ARE IN CENTIMETRES
DATE

ocT
APR
SEP
MAY

APR
SEP
MAY

GoT
APR
MaY

ocT
APR
SEP
MAY

DCT
APR
SEP
MAY

oCt
APR
MAY

ocT
APR
5EP
MAY

oCcT
APR
SEP
MAY

GCT
APR
MAY

uCT
APR
MAY

27
12
19
14

12
19
l4

27
12
14

27
12
19
l4a

27
12
19
L4

27
12
14

27
12
19
14

27
12
19
i4

27
12
l4

27
1Z
14

PN

854
B4
884
BB4

006
006
0%

Olo
Ole
016

013
olLs
018
018

041l
041l
O4l
04l

060
069
060

067
067
067
057

080
Ogo
Ocb
036

o888
Qd3
0o’

0b9
089
089

X

1432.492
1432.401
1432.4530
1432.496

1399.,353
13993 ,367
1399.375

1443.144
l443.146
144341506

14454249
1445.240
1445,.248
1445,.,240

1458.09%
1458.095
1458.095
1458,.,104

1487, 484
14b7.498
1487.4906

1502 .463
1502.455%
1502 .444
1502.452

1517.4006
1517.409
1517 .404
1517.397

1517.530
1517e544%
1517.5%22

1517.510
1517.,609
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DX

«0
1.2
2
ot

« 0
"1.‘!
-2-3

+0
-02
"'1.1

0
«1
.1
«8

.O
-1
.-..1

~1.0

«0

"‘1-‘0
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1.0

Y

1096.625
10964625
1096.625
1096.625

1001.545
1001.448
1001.457

1003.852
1003.859
1003.829

999.434
3393.501
393.479
399.484%

1004.520
1004.524%
10v4.482
1004.502

1006.,074
1006.075
1006.040

1007.118
1007.100
1007.072
1007.066

1005.6606
100%.655
1005.650
1005.64%4%

10063.,933
1003.927
1003.92>

1002.124
1002.129
1002.1456

oY

«0
e b
-8

o
-«6
o« d

l

~1722.655
~-1762.b635
-17020655

-1392.082
-1592.042

-1601.889
~1601.893
-1601.857

=1601.705
~1601.721
-1601.664
-1201.701

-1635.180
-1605.124
~-1605.106

-1611.738
~-1611.69%

~1615.019
-1615,008
-1614.961
-1614.933

-1617.939
-1617.998
-1617.930
~16i7T.95%4

-1617.815
-1617.833
-1617.802

-1617.537
-1617.5393

1.

DZ

«0
«0
e
.0

«0
4.8
4.0

«0
_.(,
3.2

o0
~l.6
4.2
b

o0
o
546
Tt

»0
4.2
8.7

« 0
l.2
5.8
8.6

o7

CSh

4321
5321
£321

432

54
542
542

5421
2421
543

9421
5421
421
542

5421
421
421

52

562
42
56

541
421
42
42

543
43
43

543

43
43
543

43
43
54
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September 13, 1978 which has only 25% of aerial images has substantially

greater standard error in the Z-direction. The May 14, 1979 set which
has the best image quality, scale and resolution aerial photography

from all sets does not have the maximum accuracy because of eliminating
the number 1 photograph completely from this set {it was not observable).
Therefore, the terrestrial parallactic angle was not as in the other
sets. The best :terrestrial parallactic angle is obtained by photo-
graphs taken from the stations 1 and 4. In the May 14th set of data,
there is a small difference between SX’ SY and SZ because there is a
<mall difference between all parallactic angles. The best results were
obtained on April 12, 1977, and in this set the precision as compared

to the 850 meters assumed photographic distance is of:

1:120,000

The precision is close to that predicted by the simulation experi-
ment. The aerial photograph also makes significant improvement in the
Y-direction as compared with results of the same project reported by
veress, 1977 and Veress, 1979. The improvement in the Y-direction is
about 40%. The monitoring results with the measured deformations are
presented by Table 6.5. Although the inherent systematic error was not
constant for each set of survey, the monitoring results are satisfactory
and show clearly the motion of the structure. The DX column indicates
the motion atong the largest dimension of the structure. The DY column
represents the settlement of the structure; when positive the point
moves downwards. The DZ column represents the deflection of the point,

when positive it moves outwards.



7.0 ERROR ANALYSIS AND DATA PRESENTATION

7.1 Error Analysis

The variance-covariance matrix £ of a photogrammetrically deter-

mined point is obtained as follows:

2 2 2 2
%%%x  “oIxy “olxz °x %xv °xz
T 2 2 i} 2
L= oy = |99y %%y %o%z Sxy Sy %z
2 2 2 2
9%z %%z %%z oz vz %2

-

The ellipsoid of constant probability is then given by the equation:
{(Mikhail, 1976)

T -1

X
et o= ooy 2327 |V - 8 7.
Z|
When K = 1, it is called the standard ellipsoid. The semiaxes of the

ellipsoid (a, b, c) are determined by diagonalizing £ by writing:

-2 - —2 — - -

9y 0 O a 0 0 A] 0 0

0 03 of=1Jo b o= {0 a5 O] = M oM
2 2

o 0. qf o oo oo

Where M is an orthogonal matrix whose columns are the\norma]ized eigen-
vectors of I; A], AZ, and A3 are the eigen-values of £; and the u, v, w
is a rotated coordinate system such that the random variables in the di-
rections of its axes are uncorrelated. The probability of a point
falling inside or on the ellipsoid is defined by

a=kKs, b=FKs,, c=Ko
u v W
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The expression is:

2 2 2
p !ﬁ' + 3§-+ E? <KZ| = P[xg < K2] = J-a
o s o
U v W

For the standard ellipsoid {1-a) = 0.199 which is obtained from
XZ with three degrees of freedom. For a point, however, the probability
of falling inside or on the standard ellipsoid is 0.199. In order to
estabiish confidence regions, we select the o level and compute the

multiplier K. For example, for o« = 0.05

2 _ 2 _
P{x3 < XO.OS, 3} = P{x3 < 7.81} = 0.95

and Kk = /7.81 = 2.79

For the ellipsoid, however, where:

a = 2.790u, b= 2.790v, c= 2.790w

the possibility of a point falling inside is 95%. (Mikhail, 1976.)

The eigen-values are the roots of the cubic equation:

3 2,2 2.2
AT - (ox+oy+oz)l +

2

22 22 22 2 2
+(ox0Y+oYoz+cch~cXY-oYz-oxz)A -

22, 22 22

x¥ovz%z %Oy oy Oxz 7%y = O

- §o$o§-20

After determining the eigen-values, the eigen-vectors are deter-
mined and normalized in order to obtain the M-matrix. The error ellip-
soid can then be plotted by automatic plotting devices.

For wany applications the two-dimensional equivalent, error el-

lipse, is enough to determine the precision of the system. The formulas

for the error ellipse are the same as for the error ellipsoid, except
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that terms which belong to two selected dimensions are retained and the

third dimension terms are neglected.
For the X-Y selected directions, the Eq. 7.2 will be modified as:

[x viz! m - K2

where
Ay 9y
FT % ayy Gy
The principle axes and the rotation angle of the error ellipse can
be determined in the way given by Veress, 1974 or in the way given by
Mikhail, 1976. Here, a simple method using the Mohr circle will be

described.

From Fig. 7.7, the following quantities are determined

2
g, t o
azz_x.._.___._._Y.-{-R
2
2 2
oy t o
b2 - X Y - R
2

Where a is the semimajor axis ¢f the error ellipse
b is the semiminor axis of the error ellipse

R is shown in Fig. 7.1 and computed as:

2 2y2
oyto _ 2 2 2
and
sin 26 = R
02"02
cos 26 = x Y

2



Fig. 7.1.

The Mohr circle for determining the elements of
the error ellipse.
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Tangent to point P and
perpendicular to OF

fig. 7.2. The standard ellipse (After Mikhail, 1976)
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and
. 2o
9q = Sin 28 _ TUXY
tan 26 = cos 20 2 2
%x™%

The direction of the rotation is C -A -B (Fig. 7.1).

The error ellipse is shown in Fig. 7.2. When the standard ellipse

is used, it is possible to determine the standard error of any point at

any direction by drawing the foot point curve (Veress, 1974). For the

direction OF the standard error will be: S = (OE) (Fig. 7.2).

7.2 Graphical Representation of Monitoring Results.

The graphical representation of the monitoring results needs to
illustrate two major kinds of output results. One is the accuracy of
the system and the other is the motion of the structure. These moni-
toring results may be illustrated together or separately.

This presentation can be shown either by the error ellipse or by
the error ellipsoid és it is analyzed in Section 7.1. The standard
ellipse or any other (required from the specifications) error ellipse
or foot point curve can be plotted directly from the output results.

This presentation can be applied for a selected number of points in
each run so as to provide a general concept of the accuracy capabilities
of the monitoring system.

Graphical representation of the structural deformation illustrates
in a graph form the structural motion versus time, with three curves
which represent the structural deformation in the X, Y and 7 directions
respectively. Erlandson and Veress, 1975a and 1976 use this type of
data presentation for the case where a Targe number of points are

monitored. This method is shown in Fig. 7.3 for the point 86.
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A Deformation BX-motion
{cm]

__________ AY-motion
aZ-motion

Time {months]}

Rig. 7.3. Structural motion of the point 86.
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Point No. 6 I/V
Apr. 12, 1972
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Pomt No. BY ?f
Sept. » 1978

Point No. 6:
May 14, 1973 | /

Fig. 7.4. The error ellipse and the deformation vector for point No. 6.
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YZ-motion
AY = +0.6cm AZ = 0O.4cm
Y
—
Point No. 89 1
Apr. 12, 1977 [
Scale
o 1 2 3
[em]
~.
- > 7
Point No. 89 T —
May 14, 197% )
YZ-motion

aY = 0.8cm AZ = 0.7cm

Fig. 7.5. The error ellipse and the defprmation vector for point No. BS.
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? Deformation

[cm] a — — ———— — AX-motion
D e AY-motion
! o aZ-motion
L]
61 °

Time [months]

Fig. 7.6. Best fitting curve for point 86.
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The combined representation of system accuracy and structural

motion, can be achieved in two ways. One is as developed by Erland-

son and Veress, 1976, where the error ellipse is plotted in a combina-
tion with the deformation vector. This is illustrated by Fig. 7.4

and 7.5. This technique is suggested by Erlandson and Veress, 1976,

for a relatively small number of points with large deformation vectors.
The interpretation of this type of presentation is that when the defor-
mation vector falls inside the error ellipse it does not represent sig-
nificant structural deformation. If the deformation vector exceeds the
error ellipse limits, it represents significant structural motion. In
Fig. 7.4 a deformation vector which exceeds the error ellipse limits,

is shown. In Fig. 7.5 a deformation vector which is close to the error
ellipse limits, is shown. The error ellipse concept can be extended

to the foot point curve illustration or to the error ellipsoid. The
second way of presentation is by approximating a curve which is de-
termined so that to be the best fitting curve to the measured struc-
ural motion. To draw this curve, knowledge and backgound of structural
mechanics and soil mechanics is necessary. The deviations of the plotted
points from the best fitting curve determine the accuracy of the system.

In Fig. 7.6 is illustrated the best fitting curve for the point 86.



8.0 PRACTICAL APPLICATIONS OF COMPUTER PROGRAMS

8.1 SEQGE

SEQGE is a sequential computer program developed to perform the
following operation:

1. 1Image coordinate refinement by:

a, affine transformation
b, conformal transformation
¢, correction to autocollimation point
d, lens distortion correction

2. Resection by vector method.

3. Determination of orientation matrix.

4. Intersection by vector method.
The input data are:

a, average image coordinates

b, camera calibration data

¢, control point coordinates

d, various parameters if they are know which may be computed by

program 1, 2 and 3 of the above

The output data are:

a, X,Y,Z coordinates of measured points

b, statistical analysis (standard errors, etc.)

The SEQGE program can be used for conventional aerial trangulation,
close-range photogrammetric applications, terrestrial photogrammetry using
only terrestrial photographs, or a combination of aerial and terrestrial

photographs.
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8.2 CARVL

This program is designed for use of image coordinate refinement for
measured images of photographs with a format size of 9% x 9%". The pro-

gram uses billinear transformations.

8.3 PHOMO

This is a simultaneous adjustment program., It can be used for tri-
angulation or various combinations of aerial and terrestria] cameras.
The program is capable to accommodate six photographs taken with six
different kinds of cameras and fifty ground points with 200 images.
The input data is:
a, refined image coordinates
b, standard errors of observations
¢, estimated exterior orientation elements with their standard
error
d, estimated ground coordinates and their standard errors
The output data is:
a, most probable values of orientation eTements
b, adjusted values of ground parameters
¢, the statistical data of all parameters
The program is applicable for analytical aerial trianguiation, strip
or block,which consists of no more than six photographs. It is specifi-
cally designed for monitoring of structures when a large number of ground
points are needed with maximum accuracy photographed from a few camera

stations.



9.0 CONCLUSIONS

The combination of aerial and terrestrial photogrammetry for moni-
toring large structures has been developed in this research. The ex-
perimental results which are analyzed in Chapter YI prove that for the
present application, the aerial photography significantly increases the
precision of the system, which was found to be as high as 1:12n,000 of
the photographic distance. The mathematical formulation, as based on
the standard bundle method of adjustment, in combination with appro-
priate statistical tests, provides the capability of minimizing blun-
ders from the observations and therefore .an. inexpensive camera such as
the KA-2, for obtaining the photooranhy can be used.

The degrees of freedom, which are increased by treating all naram-
eters as observations with a priori variance, allow a full statistical
analysis giving, therefore, valuable information about the reliability
of the final results.

The introduction of the aerial photograph has greatly increased
the geometric strength of the monitoring system and therefore the final
results are obtained with a higher precision. There are some limits,
however, which specify the optimum geometry situation in terms of paral-
lactic angel. These 1imits have been established in this research,
based on a simulation experiment and practical evaluation.

The method developed in this research for the monitoring of large
structures is a universal method and it can include additional aerial
photography. This can be a useful tool in the monitoring by photogram-

metry, which has the following advantages.
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1. The coordinates of a large number of points, from a remote

distance, can be simultaneously determined.

2. The position of a point is fully defined in the three-
dimensional space, at a_certain time, with a statistically
determined precision.

3. The photogrammetric monitoring system is independent from
the structure, as compared to the conventional monitoring
methods in use.

4. Although the terrestrial platforms have limitations in pro-
viding the optimum goemetry, depending on the terrain fea-
tures, the aerial photography combined with the terrestrial
can usually provide favourable geometry for the chosen situ-
‘ation.

5. The photogrammetric monitoring method is very economical
as compared to other monitoring techniqueé and the economy
is not significantly affected by increasing the number of the
points.

6. The photographs obtained throughout the period of monitoring
constitute a permanent record for the structure.

Some of the disadvantages of the photogrammetric monitoring method

are:

1. The measurements are referred to points on only.the‘surface
of the structure.

2. It is a weather dependent method.

Further developments in the photogrammetric monitoring field should
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be increasingly oriented towards the bundle method with additional

self-calibration parameters in which case the inherent systematic error
does not have to be constant. Also in this way, variable pieces of
equipment can be used without the necessity to establish permanent cam-
era platforms. The weather condition problem can be overcome with
special self illuminated targets and using infrared emulsion.

Finglly, further research should be made to study motions of the
body of the structure by photogrammetry. This can be accomplished by
having two targets, the one on the surface of the structure and the
other through a rod connected properly with the body of the structure.
The surface target in this case records the surface motion while the
body-target records surface motion, as well as body-motion and there-
fore by proper analysis of both targets the body motion can be deter-

mined.
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APPENDIX A 95.
LINEARIZATION OF THE COLLINEARITY CONDITION

A.1 Lincar forms of the collinearity condition

The observation equations 3.3 can be derived for any point j
imaged on the photograph i as follows:

xij = F
yij =G A.l
Where: F=-f, Mlixij
'I—___...-
M3.X..
iTi3

6 = -f, M2iij
374
The linearization of Eq. A.1 is obtained by using approximate
values for the unknown parameters and employing Taylor’s series ana-
lysis,then it is obtained:

[
-
+
==/
Ore
o+
w
4]

X35 7 Yxij " Yo 7 Pxij xij

H
3]
+
=)
O
+
=+ H
I
N

o= VoL B .. .8
Yij yij 0 yij yij

Where: F0 s Go are the values of F and G using approximations for the
unknown parameters.
Exij js a 6x1 row vector containing the partial derivatives of
the F with respect to the orientation parameters of the came-
ra station i.

5 -[3F oF F oF 3F  aF
x1] axi aYi aZi 3m1 a¢i Bzi

Exij is a 3xl row vector containing the partial derivatives
of the F with respect to the ground coordinates of the observed

point j.

S A 12 i}
i} . aY. alZ.
X130 [ oRy 9y 344
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éyij is a 6x]1 row vector given as:

s Ja6 26 36 6 36 26
yij {3X. aY; B3I, 3w 3¢y 3k

B .. is a 3&1 row vector given as:
yij g

B .. =136 3G 26
ij . Y. Z.
yij aXJ 3 i 3 j

éi js a 6x1 column vector containing the corrections to the
approximate values of the orientation parameters of the camera
station 1.

aX, |
;

Y,

i = %%

Ami

b

AK,;

- -

aj js a 3x1 column vector containing the corrections to the
approximate values of the ground coordinates of the observed

point j.
- .
;]
.l.‘- Y.
63 A J
7.
45
L .

it is convenient to make the subtitution:

€ij = %43 T Fo

Eyij=yij-Go A.B



The equations A.2 can be farther simplified as follows:

.. + ...
Veij * %1 %2 %3 % % aé] 85 [a7 ) 39] 85
Vois by b, by by be bé] 5y + [b7 bg bg] 3
Where: _al a2 a3 a4 a5 as] Bxij
_?7 ! aé] " Oxij
310 T Exij
l:bl b, by b, b bé] vis
[b7 b bg] = Bs
bio = Eyij
It is cbvious that:
_ aF afF _ ofF
Qs T a ¥ s 4, T 57 e d, =T
1 eX, 2 9y, 6 oK,
oF aF af
a = o N a = — a =
oX. aY. .
7 ; 8 v, 9~ 3L,
=x..-F
210" %5 " o
a6 3G aG
b = ’ b = s b = —_—
1 3Xi 2 aYi 6 alci
G 26 s
b = T [ b = b ==
. oy - .
77Xy 8~ oYy 9~ el
b -G

d a |

97.
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The equations A.2 and A.4 can be reduced in one matrix equation (Brown,

1976):
. +B..§ +B..5.=¢.. .
Vis T %5 % i 3 Sii 3.4
Where: _ _
inJ
v-. =
| Yyis)
. .
B, =] xii
o .
| yid
o -Exij
5 7
| ®yis.
-E ..
e.. = XiJ
i3
| “yii]

Notice the formulas A .2,A.4 and 3.4 are identical,they express the

Tinear form of the collinearity condition and they differ in notation.

A.2 Evaluation of partial derivatives

The Eq.3.1 can be generally written as follows (Wol1f,1974):

= f -
X q
y = -f—%— A5

Where: q = m31(XA-XL) + m32(YA-YL) + m33(ZA—ZL)

-
1

(XA—XL) + le(YA—YL) + m13(2 -Z.)

M AL

s = My X=X Y+ mp (Y y 4L (2,-7, )

23°7A "L



Considering Eq. A.1 then:

F = -f_L..
q
G = -_._s A.G
T q

Some quantities which are used for evaluating the partial derivatives

are given as follows:

2 _p

aw

g
3¢

ar
guw

ar

o

as

w

85

3¢

M

D

D

=D

1l

D

117 Ma3{YaY) +mgp(Z,-7))

12 = cos¢(XA-XL) + sinusin¢(YA-YL) - c05msin¢(ZA-ZL)

21 = Mgy (Ya-¥1 ) ¥ m,(2p-7))

99” —sin¢cos:(XA-XL) + sinmcos¢c05n(YA—YL) - COSwCOS¢COSK(ZA-ZL)

31 Mp3(Ya ¥ ) + myn(Z,-2))

32" sin¢sinK(XA—XL) - sinmcos¢sinK(YA-YL) + c05mcos¢sinx(ZA-ZL)
COS4COSK

coswsink + sinwsin¢c05z

sinusinkg - coswsingcosk

-cossesing

COSwCOSK =~ Sinwsingsink

sinucosk + coswsingsink

sing

-5inwcosé

COSLCOSE
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The partial derivatives used in equations A.2 ,A.4 and 3.4 are given

as follows:

ofF _ T i

By 5q(@ D1 - T Dy

of __ _f .

3 @ Dp - D))

afF _ _ sf

3::1. q

of _  f - - . of

. T gqe Ty T May) X
J 1

oF _ __F . . _ oF

an“ qq({q Mo~ T m32) Y,

1

_3_5 = - __t - = - _3_F

B2 qq(q Mg = F Mys) a7

a6 _ _ T _

0, aqt@ By - s D;y)

6 _ _ _f .

2. qq(q Dyp - s Dy

3G _ fr

Brci q

G T - - _ 8G

o qqtQ My = S m3p) 3X;

6 . _ _f _ _ 86

B gt Mo = 3 Myp) = - oY

a6 _ _ f _ - . 3G

i qa(@ M3~ S Myg) 7 - 5z



