CHAPTER 9

A Feeling for the Cyhorg

KATHLEEN WOODWARD

T always used to wonder, do machines ever feel lonely? You
and 1 talked about machines once, and I never really said
everything I had to say. I remember I used to get so mad
when I read about car factories in Japan where they turned
out the lights to allow the robots to work in darkness.
(Douglas Coupland, Microserfs)

Consider the emotional rhetoric in which the American press cast the rematch
between the Russian world chess champion Garry Kasparov and IBM’s super-
computer, Deep Blue, in the spring of 1997. Stories proclaimed the seven-game
series as the battle of Man versus Machine, one that might represent humanity’s
last stand, a showdown in the time-honored tradition of the American West
in the fight to the death for supremacy—this time not at the border of the
American frontier but broadcast on the Internet around the globe. Even the
preeminently reasonable New York Times editorialized on the contest, describ-
ing it as an “epic struggle,” worrying about how we might define intelligence
as a unique human trait and seeking to comfort those who were unnerved
and despairing over the threat that Deep Blue represented.! Newsweek framed
its cover story in terms of the urgency of closing ranks, exhorting its readers
to choose up, posing a rhetorical question that had only one possible answer:
“When Garry Kasparov takes on Deep Blue, he’ll be fighting for all of us. Whose
side are you on?”? Kasparov-—and, by extension, humankind in general—was
portrayed as in mortal danger of being humiliated. Technology in the guise of
the supercomputer was depicted as potentially autonomous, with the rematch
as possibly the final step in its “ineluctable march to surpass its makers” (51). All
the familiar buttons were pushed to generate yet another version of America’s
favored technological fable—man versus machine or technology, our master or
our slave.

News magazines are in the business of selling copies and tuning in view-
ers, and the melodramatic hype of adversaries in combat was calculated to do
just that. Yet notwithstanding the self-conscious tongue-in-cheek use of this
dominant narrative of technology, these issues strike a deep chord in the tech-
nological unconscious of American culture. In much of our literature and film
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as well as in the press, technology is represented as a dystopian nightmare or
a utopian promise. Much literary, visual, and cultural criticism devoted t(? .the
study of technology traces this pattern and thus mirrors it. In this tradition
the rhetoric and reception of technology oscillate between the emotional poles
of technophilia (the ecstatic embrace of technology) and technophobia (a fear
of technology). Technophobia—a one-dimensional and predictable response—
surfaced again in the early characterization of the rematch between Kasparov
and Deep Blue.?

There is however a less-remarked tradition of the rhetoric and reception of
technology in American culture, one captured in the words of the computer nerd
in my opening epigraph from Coupland’s Microserfs, a novel about employees
from Microsoft who leave the company to form their own business. “I used to
wonder,” he says sympathetically, “do machines ever feel lonely?”* He does not
feel either in awe of or threatened by technology as it is embodied in robots.
Instead he feels sorry for them. He feels a warm and knowing empathy for them.
He feels distressed that these robots have been forced to work in a factory in
the dark, a space from which sociability has been struck. He has a “feeling” for
the machine. I am evoking here A Feeling for the Organism, the title of Evelyn
Fox Keller’s influential biography of the geneticist Barbara McClintock, a book
that has been taken up by feminists and others as offering an alternative model
for scientific research, one based not on detachment but rather on a feeling of
closeness to the subject of one’s research, a feeling that is described by Keller
in terms of affection, empathy, kinship, and love, a love that respects difference
even as differences of major proportions are being blurred.> The title of my
essay—“A Feeling for the Cyborg”—also alludes to Donna Haraway’s seminal
essay “Manifesto for Cyborgs.”® Indeed, this chapter can be understood as a
low-keyed manifesto in favor of respect for the material lifeworld that we are
creating in our own image. I thus depart from much of the criticism in science
and technology studies that diagnoses our cultural response to innovation in
terms of unrelieved anxiety.

Significantly, as the story of Kasparov and Deep Blue played itself out in
1997, a similar “feeling” for Deep Blue emerged, one based on a pleasurable
appreciation for Deep Blue’s capacities. The issue of Newsweek to which I have
referred foreshadowed this development. It included an essay on the prospect of
artificial consciousness by Daniel Hillis, the inventor of massive parallel com-
puting. Hillis assured us in even tones—and in retrospect he was right—that
if Deep Blue won, we would rapidly accommodate ourselves to the new tech-
nology just as we always had, learning to live easily in “the garden of our own
machines”’ Importantly, for my purposes, the converse is also implied in the
title of his essay, “Can They Feel Your Pain?” Machines, he insisted, will take on
our characteristics as well, learning to have a feeling for humankind.

And, in fact, the day after Deep Blue won its first game in 1977, the rhetoric
shifted from the pitched battlefield of man versus machine to the plane of
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admiration for technological achievement. Deep Blue was endowed not only
with intelligence more elusive and mysterious than the number-crunching kind
but also personality traits of an emotional hue. Deep Blue, wrote Bruce Weber
in the New York Times, displayed the “pride and tenacity of, well, a champion.”®
Others spoke of the beauty of Deep Blue’s game and of Deep Blue’s playing
“based on understanding chess, on feeling the position.”® In addition, Deep
Blue was not only represented as human but was also treated as a person, which
entailed the ascription of subjectivity and gender to—him.'® It was crystal clear
that our world had not been shattered by the fact that Kasparov did not win the
match. On the contrary, many were looking forward with curiosity untainted
by anxiety to the possibility of yet again another rematch. And, when in early
2002 Kasparov played a match in New York with Deep Junior, a successor to
Deep Blue, the story received a fraction of the attention that was devoted to the
earlier contest, notwithstanding that the match was a draw.

My framing of the match between Kasparov and Deep Blue stands as a pro-
logue to what follows, introducing the subject I take up in this chapter. In the
first, and longest, section, I discuss several films (with reference to the allied
novels) in American science fiction from the 1960s to the 1990s—Space Odyssey
and Do Androids Dream of Electric Sheep?/ Blade Runner, Silent Running and
Solo."! In these films, emotions are attributed to machines cast as computer be-
hemoths, disembodied benevolent intelligences, replicants, and cyborgs. In the
second section, I turn from the representation of these fictional artificial entities,
endowed with feeling, to explore briefly the sociology of human-technology in-
teraction in the age of the Internet and the robot. My stress is on the ordinariness
of these interactions, where our experience of our contemporary technological
habitat—populated by the computer and the robot—is what we would call so-
ciable, created by the binding emotion of sympathy, an attitude of respect, and a
comic view of everyday life. In the third, and final, section, I speculate about the
purpose of this rhetoric and reception of technology in the form of a “feeling”
for the cyborg even as I perform or enact it.

Grounded in the body, phenomenology entails the emotions, and thus I
think of this essay as an exercise in cyborg phenomenology. My method is the
accumulation of texts from different domains—fiction, sociology, artificial life,
anthropology, neurology, theory, and studies of the emotions, among them—
that point to this phenomenon of an emergent feeling for the cyborg, a strategy
intended to simulate or suggest the very process of our accommodation to our
evolving technological habitat. But perhaps accommodation is too weak a word.
It seems to suggest a dimension of capitulation. For me, the accumulation of
these texts—and I could refer to many more—has had a cascading effect, one
that has proved persuasive about the possibilities of our future. One of my
primary interests in this chapter, then, is to suggest a line of descent—or more
accurately, of evolution—by touching on these terms: artificial intelligence,
emotional intelligence, artificial emotions, and, finally, artificial life, where the
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g.lstlr.lction bereen artificial life and organic life—life forms connected by the ]
1nd}ng em.otlons—ls rendered moot. I intend this essay as a contribution to
studies of discourses and experiences of the emotions—in particular to what I -

see as an emerging structure of feeling—as well as to th j i
. e subject of this volume;
data embodied, made flesh. ] e

I

In Western culture there is a long history of the blurring of the boundaries
‘!)etween the animate and the inanimate, a history that in the past three centuries
in particular has involved humans and machines.!? One strand of that histo
is prec%sely the attribution of the binding emotions of sympathy and love to m?r,
1nve:nt10ns made in our bodily image. As I note in another essay devoted to this
subject, prime instances would include the Frankenstein-made creature, whose
heart yearns for love in Mary Shelley’s famous novel and the Tin Woodma)n who
yearns for a heart in Frank Baum’s The Wizard of Oz.!* That our invention’s and
machines possess a good heart would seem to be a deep dream of the western
technological unconscious.
. Consider the emotional evolution of HAL, the central computer intelligence
in Arthur C. Clarke’s first three novels in his Space Odyssey.™* In 2001, HAL is
presented to us as a computer possessing artificial intelligence as it is co;nmonl
deﬁ.ned. With his English-speaking male voice, HAL exhibits extraordinary com)—,
puting ability. It is a skill that goes tragically awry, resulting in his seeming]
malevolent behavior toward his human charges (we learn in the second volurgnz
that this was all the result of an unfortunate glitch in his program). Over the
course of sixty years and the next two volumes in the series, HAL evolves into a
disembodied entity who possesses an emotional intelligence so deeply altruistic
and wise that Clarke characterizes it as spiritual. Thus, in the first three books of
the :Space Odyssey the capacity to respond to a situation with sustained feeling
notjust with logic or reason, is ultimately figured as an evolutionary strength anci
asa critical component of life, whether it is at base biological, electronic, or spiri-
tual. How does this transformation in HAL come about? Critical to the e,volution
of HAI'J are his relationships with humans—the scientist who invents him and
loves him, and the wary astronaut David Bowman who comes to trust him again
Moreover, itisalso the case that both the cool Bowman and the computer sci-'
e.ntlst who “fathered” HAL are transformed in their long contact with him over
:c‘lme. “Our machines are disturbingly lively,” Donna Haraway has remarked
and we ourselves frighteningly inert.”'®> How are our capacities for emotionai
connections revived? In Clarke’s trilogy, it is interaction with HAL that serves
to develop the truncated emotional lives of humans. What is represented, in
o'ther words, is the process of technocultural feedback loops generating er;lo-
tional growth, the development of human-artificial entity intersubjectivity that

represents a form of intelligence that is not only resourceful in a multitude of
ways but also deeply benevolent. !¢

Even more vividly than the first three volumes of Clarke’s Space Odyssey,

" Philip K. Dick’s touchstone novel, Do Androids Dream of Electric Sheep?, exem-

plifies the redemptive emotional logic of the intersubjectivity of humans and
artificial entities. Electric Sheep was published in 1968, the same year that 2001:
A Space Odyssey appeared as both a film and a novel, and in 1982 it was made
into the now-classic film Blade Runner, directed by Ridley Scott and starring
Harrison Ford as Rick Deckard. The premise at the opening of the narrative in
both the novel and the film is that the distinction between humans and the repli-
cants made in our image is our capacity for empathy. By the end of the narrative,
that distinction is called thoroughly into question. In the novel in particular, it is
precisely the undecidability of whether the emotions circulating in the distrust-
ful culture of the year 2021 are artificial or not that results in the breakdown of
the distinction between humans and replicants. And in the film, it is the capacity
of the replicants to form bonds of love with one another and across the human-—
replicant divide that represents their evolution into genuinely artificial life.

In 1950, the British mathematician Alan Turing invented the now-famous
Turing test. A computer program is said to pass the test if a human being, not
knowingwhetheritis communicating witha machine ora person, doesnotguess
that it is indeed a machine; if the computer passes the test, it is said to possess
artificial intelligence. It is altogether appropriate then that in the fictional world
of 2021, one in which replicants are threatening to pass undetected in human
society, the test for distinguishing them from humans is designed to measure not
logic but emotional responses—in particular empathy in the face of another’s
pain.” “Empathy,” we read early on in 2001, “evidently existed only within
the human community, whereas intelligence to some degree could be found
throughout every phylum and order including the arachnida” (26).

By the close of the film, the replicant, Roy Baty, the leader of the Nexus 6
team who is designed for combat and “optimum self-sufficiency;” cares deeply
for fellow replicant Pris. He also saves Deckard, the human forced to hunt him
down, from a sure death. That he spares Deckard is the unequivocal sign of
his transformation from a preprogrammed entity to 2 charismatic martyr who
can speak eloquently about the pain of loss—his grief over the death of Pris
and his acutely elegiac sense that the memories that bound him to her will
vanish with his own imminent death. Here are the last words his character is
given in Blade Runner: «A]l those moments will be lost in time like tears in rain.
Time to die.” The unambivalent point is that superiority in physical strength
and in computational skill—artificial intelligence—must be complemented by
emotional intelligence. Thus we can read Blade Runner as a fictional forerunner
of android epistemology, an interdisciplinary domain of research that explores

“the space of possible machines and their capacities for knowledge, beliefs,
attitudes, desires, and action in accordance with their mental states.”"®

How do the emotions of the replicants come into being? In the film artificial
emotions are presented as being generated by the implantation of memories that
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develop into emotional memories, giving depth to being. The head of the Tyrell
Corporation, the manufacturer of the replicants, explains that the implantation '}

of emotions is designed to render them easier to control: “If we give them a
past, we can create a cushion, a pillow, for their emotions, and consequently we
can control them better.” But his theory proves wrong in one important respect.
Paradoxically emotional growth, which is characterized by the development of
ties to others, results in independence as well. Subjectivity is itself stimulated by
the interdependence of beings, which also entails independence.

What particularly interests me is that, unlike HAL in 2001: A Space Odyssey,
the replicants are figured as biological organisms, not electronic constructs,
They are organisms “designed,” we are told in the film, “to copy human beings
in every way except their emotions.” At the same time, it is acknowledged by
their engineers that, after a period of time, they might develop an emotional
life characterized by fear and anger, love and hate. Blade Runner, then, presents
us with a model of emotional life arising out of complex organic embodiment;
emotional intelligence emerges to complement artificial intelligence. Emotions
arise in these artificial entities not only by virtue of the development of inter-
subjective ties but also spontaneously, as it were, by virtue of their embodiment
and their interaction with others in the world. Embodiment would therefore
seem to be a necessary if not sufficient condition. It is thus suggested that, as
N. Katherine Hayles insists in How We Became Posthuman, the concept of the
disembodied mind is an outright error.!’

As in Space Odyssey, the circuit of feeling extends to include human charac-
ters. Deckard—I am quoting from the novel—finds himself “capable of feeling
empathy” for the replicant.2’ Moreover, as spectators we are explicitly encour-
aged from the very beginning of Blade Runner to identify with the replicants.
The prologue scrolls down before us, introducing us to the dark cityscape of
the Los Angeles of the future, home to the Tyrell Corporation, which is in the
business of making replicants “superior in strength and agility, and at least equal
in intelligence” to human beings. How are the replicants used? As slave labor
on worlds beyond the earth. Like the computer nerd in Coupland’s Microserfs
who was angry that robots were being sentenced to work with the lights out, as
spectators we are primed to sympathize with the replicants as victims of inhu-
mane treatment. The closing words of the prologue confirm this point of view.
The practice of stalking the replicants “was not called execution,” we read. “It
was called retirement.”?!

As we have seen in Space Odyssey and Blade Runner, the thematic of the inter-
subjectivity of artificial entities and human beings is a staple of science fiction
films. Steven Spielberg’s Al released in 2001, is one of the most prominent of
recent examples. The strategies of these texts call on us to adopt the perspectives
of both artificial entities and human beings, perspectives which ultimately
converge into one, with both human beings and artificial entities portrayed as
sharing similar emotional values. Two films separated by some twenty years

. may serve as additional illustrations—Silent Running, the 1977 cult scienlce
 fiction film directed by Douglas Trumbull and starring pruce Dern, and Solo,
: the 1996 action film directed by Norberto Barba and starring Mario Van Peebles.

In Silent Running, botanist Freeman Lowell (Dern) takes it on himself to save

‘ the last living species of earthly flora and fauna fron} deetructlon. gncjier his
' care flowers, trees, and animals have been preserved in giant geodesic domes

adorning a spaceship. Where Scott Bukatman‘ has written about thl; film lil;
terms of the artificial sublime, a visual aesthetic 'that engenders.awe, ear, af
wonder,?? 1 am interested in a different rhetoric of the er‘notlons, one of a
much more mundane variety. Itis exemplified in the developmgbends betwelzlen
the botanist and ship’s “drones,” the two little robots. After kﬂ}mg the olt ;r
members of the crew on the ship (he “had to,” for they were going to explode
the domes), Lowell invents a social world for himself, one in which he ec%uca:;:s
the drones to care for the last living specimens of earthl)t najcure. ImagmleI €
charming and leisurely scene in which he gives them whimsical nar‘r(;es t(l f;l}rey
and Dewey, an allusion to the nephews of Dorfald Duck), thereby 1hen ’ thi
them as individuals and inaugurating his relation to ther‘n as a teacher o
emotions. Perhaps most importantly for my purposes, 1n one scene “{le are
presented with the perspective of the robots themselves thr.ough claselc shot—
reverse shot sequences. We see Lowell (Dern) through'thelr eyes, as if he were
himself a televisual image, his very being and body medlatefi by technology, as 1s
theirs. If this is how we look to them, so different from our image of ourselves rass
bodily present, we are led to wonder how they look to the'rnselyes. As spectators,
we find ourselves speculating, in other words, about their point of view.

As if in anticipation of the match between Kasparov and Deep Blue t;vel.lty
years later, shortly afterward in the film the three are shown toge:/l\ller ﬁp zygii
a game of poker (Lowell gave Huey and De.w‘ey‘ the progran'l).d le h? e
botanist displaying a heretofore-unseen conviviality, laughmg, in delig a e
robot’s skill in playing the game. Not threatened by the robot’s mtelhgler‘lcefn
is captivated by it. Moreover he explicitly hails the robot as human, exc alTl fs,
“The man had a full house and he knew it!” A later sequence adds the emli) o
of remorse and empathy to their small circle of three. The botan;st,l I—;wm’gs
accidentally injured Huey, must operate on h1r.n, causing Dewey to fee ﬁ:;?;o
pain as if it were his own. This harrowing situation also l.eads Dewey t;)1 ref: sete
obey acommand. In Silent Running, then, a compt%ter, given body m;ci efo me
a robot who can move in the world and communicate 1s represente a:) mHillis

able to feel someone else’s pain, to evoke the title of the Nev?/sweek essay dy' e
about computer consciousness. As in Blade Run‘ner, what is represente dl.n o
fictional world is the growth of subjectivity and 1nd.ependenee. generated in e
context of the interdependence of humans 1imd artificial entities. The adora

o longer simple slaves to their keeper. ' ‘
drol?iflsalalrye, Zlonsidegr Solo, ;Ia)n action film set in tl.le future in the )ungle(si oi Met)zlec;;
An invention of the American military, Solo is a cyborg whose body has



designed to be, in the boastful words of the uncomprehending military com-
mander, “the perfect soldier” He is physically powerful and equipped with
special features; his vision is heat sensitive, his muscular body supplemented
by a power generator. But most importantly, he has been designed to have “no
family, no friends,” no feelings, no human bonds,
The crux of the film turns on the possession of feelings for others unlike

oneself—and on the lack of feelings so prized by the military. Indeed, from
the very beginning of the film Solo is presented as abhorring killing and feeling
contempt for the military. In one of the film’s early scenes, Solois castigated by his
commanding officer for having aborted a mission that would have resulted in his
killing innocent villagers. The overbearing general shouts, “There’s something
cooking in thatboy’s head and we didn’t putitthere.” Inan effort to explain Solo’s
actions, Bill, his nerdy, likeable designer, responds, “The simple but amazing
fact here is that killing innocent people makes Solo feel bad” To which the
general replies, “He isn’t supposed to feel anything!” Bill perseveres, insisting
that Solo can think for himself and make judgments based in great part on

empathy for human beings and respect for life. That Bill himself feels an ethical

responsibility to Solo, one reciprocally based on his respect and affection for

him, is also central to this scene. The general orders Solo taken out of the field for

reprogramming. Bill: “At least let me tell Solo myself” Whatever for? Bill: “It’s

the right thing to do.” In the course of the narrative, Solo consistently overrides
his primary and preprogrammed directive, which is to save himself, not others.
While Solo risks his life to rescue the people of a small Mexican community,
ultimately Bill sacrifices his own life to save Solo,

Although the film does not explicitly pursue the question of how Solo comes
to possess feelings for humans, it does suggest that just as Solo learns to laugh by
imitating humans to whom he is drawn, so emotions are learned by imitation.?3
To understand his decision to override his preprogrammed directives, we can
also to refer to the principle of emergence. Emergent behavior is one of the
key principles of the field and theory of artificial life, a descendant of the field
of artificial intelligence but one based on organic science, not cybernetics. As
Claus Emmeche explains in The Garden in the Machine, “The essential feature of
artificial life is that it is not predesigned in the same trivial sense as one designs a
car or a robot. The most interesting examples of artificial life exhibit ‘emergent
behavior” The word ‘emergence,” he continues, “is used to designate the fas-
cinating whole that is created when many semisimple units interact with each
other in a complex, nonlinear fashion,” producing a self-organizing system.2*
The science of artificial life studies the evolutionary behavior of organic simul-
cra, or digital life forms; its purpose is to provide us with informative analogues
to biological behavior. Thus in borrowing the words “emergent” and “artificial

life” to characterize the development, complex behavior, and subjectivity of a
Solo (or a Roy Baty), I know that I am giving these meanings a decidedly dif-
ferent spin. The habitats of this branch of artificial life are unequivocally digital
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(and they are closed systems, not open systems), 'whefe‘as lutl St(LlO g:tc:riz gtl:)f
ing to) embodiment is critical to the
other texts I have been referring : s critial fo the foster g o
i er, Solo isnot a “semisimple” unit.
emotional development. Moreover, isimpe unit Nonethe b
i theory of emergence, Solo’s behav '
from the perspective of the . nce, . or can be read as
ional experience. It is in interaction wi y Iig
based on emergent emotiona : : .
his environment—indeed they are his environment—that Solo is pres.ented as
developing empathy as a capacity, a substrate of knowledge; t;mpathy 1; .reg;ee
i jecti intersubjectiv
i tive contexts. Furthermore, the in
sented as emergent in intersubjec . l o
-artificial entities, where boundaries are blurred be ,
system of human-artificial en , ™
isy itself an instance of an emergent phenomenon, one engenfiered by e'ittachme
in the psychoanalytic sense and made possible by th.e binding en“IOtIOIlS. e
Along with the other texts I have discussed, this film thgs 1llu:stratesbl
matically the shift from understanding intelligence as rooted in logclic, ptro d.errgl
i i i erstandin
ing, i i and computational skills to un
solving, information processing, ‘ s o standing
intelli ing that includes an emotional comp
intelligence as a mode of knowing clude: posional component as
i ing, i “emotional intelligence.” As the scien
well—as including, in short, “emo . cience writer
Daniel Goleman observes in Emotional Intelligence, thci truncated S('jleliltlﬁc Z;s
sion of an emotionally flat mental life—which has guided the lasth elgbty yz o
of research on intelligence—is gradually chang1112g5 as pSYChﬁlong Cfi;h ;f:have
i i ling in thinking.”*> Many other disci
recognize the essential role of fee ' ‘ i have
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inci i here it is now virtually ta
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granted that the emotions possess a cognitive dimension.

II. ' .
AsIturn from the domain of representation to the sociology ;)]f hlllm?.n :)lelhla;Ysotr
i cal habitat,
i i bots in our contemporary technologi .
with computers, media, and ro ' mp o
i in wi ience fiction, It is intended to serve
I begin again with a text from scien :  serve as 3 bridge
i trating that representation ai
between these two sections, demons '  and behavior
in. I am referring to three interc
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by the way in which Card exp ‘ B
ir?troduction to Speaker for the Dead, the second novel in the' sequence tha

so aptly describes as anthropological science fiction, Card writes:
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the main character, Ender], a computer conne ‘ !
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2:1!: ?een ':11 stodg}.', dull adult), and in the process came to life herself. By the
N was done with Speaker for the Dead, Jane was one of the most im' oztant
characters in it, and much of the third book, Xenocide, centers around }f)er 2

My point is tl'1at in the process of writing Card found himself treating the com
{).?telr{ asdaf fictional character, as a person, one that brought another character tc;
i; e. ! et Ild not makeda consciously deliberate decision to do so; it just happened
what I am tempted to say was the natural cour :
se of the emergence of thi
In the world of daily life we also b i oty trane
ehave as if computers had i i
“Equating mediated and real life is nei B By R
is neither rare nor unreasonable,” B
and Clifford Nass argue in The Medi 1 i mon it e
edia Equation. “It is very common, it i
. : . yt1seasy t
ifi)ster, it do:ershnot depend on fancy media equipment, and thinking will not m);k(e)
go away. The media equation—media e } i
' quals real life—applies to everyone, i
> . . ? t
?ppyes 9ﬂen, and it is highly consequential”?® I find the results of their rZsearch
i;alscmatmg, pe;haps because their conclusions seem so sensible and charmingly
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€,
zlgfer)f have found. As opposed to other technological artifacts—dishwasll)lerf or
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pI\IaarS So oulr Zoaiﬂ world, nf)t our purely artifactual world. Overall Reeves ancgl
conclude: The .most important implication of the research is that media
experiences are emotional experiences” (136).
NeHzre is just sth an exa.mple from Being Digital, a book by Nicholas
“Dsiggr‘tplolr)lte on so;al interaction in the age of the internet. In a chapter entitled
ital Persona” Negroponte writes, “In ini
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: g when my spelling-check pro-
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so that there can be the simulation of an intersubjective exchange. What is the

key tobelieving thata digital life form (abot, for example) possesses subj ectivity?
To treating a digital life form as if she or he were a person? Indeed as a person?
Joseph Bates, who does research on artificial intelligence but is associated with
«,lternative” artificial intelligence, is persuaded that itis the simulation of emo-

tion that is central.®! I would suggest that this alternative artificial intelligence

is characterized by what I have been calling emotional intelligence, or artificial
life itself at its fullest.

Finally, in Flesh and Machines, Rodney Brooks, director of the Artificial In-
telligence Laboratory at MIT, and a pioneer in the building of robots based on
principles of situatedness and embeddedness in the world rather than on pure
computational power, predicts that the robots of the future will have complex,
emotion-based systems. “We have built emotional machines that are situated
in the world,” he writes, “but not a single unemotional robot that is able to
operate with the same level of purpose or understanding in the world”*? In the
future, Brooks expects that emotion-based intelligent systems will eventuate in
robots that “will not hate us for what we are, and in fact will have empathetic
reactions to us” (202). He also forecasts that the converse will be the case. In this
regard he tells a small story about one of the members of his lab, Jim Lynch, an

electrical engineer responsible for designing the internal emotional electronics
for a robot doll launched during the holiday season of 2002 as My Real Baby, a
doll who has moods (she is alternately distressed and happy) and alively bodily
life (she gets hungry and virtually damp). The story deserves to be quoted in

full:

One day Jim had just received a doll back from a baby-sitter. As it lay on the
desk in his office, it started to ask for its bottle: “I want baba.” It got more and
more insistent as its hunger level went up, and soon started to cry. Jim looked for
the bottle in his office but could not see one. He went out to the common areas
of the Toy Division and asked if anyone had a bottle. His doll needed one. As he
found a bottle and rushed back to his office to feed the baby, a realization came
over him. This toy, that he had been working on for months, was different from
all previoustoyshe had worked on. He could have ignored the doll when itstarted
crying, or just switched it off. Instead, he had found himself respondingto its emo-
tions, and he changed his behavior as though the doll had real emotions. (158)

As with my examples from fictional worlds, in this story of Jim and the baby doll
(which s it? a baby? a doll? both perhaps), whatis witnessed is the attachment of
a human to a humanlike invention where the process of technocultural feedback
loops generates emotional connections. What is also presented is the principle
and process of emergence.”

This returns us to the subj
pher Hubert Dreyfus arguedinth

ect of embodiment and the emotions. The philoso-
eearly 1970s thatin order tobe truly intelligent,
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computers would require embodiment.* In 1985, the artificial intelligence re-
searcher Marvin Minsky wrote, in The Society of Mind, “The question is not
whether machines can have any emotions, but whether machines can be in-
telligent without any emotions.”*> As I have been suggesting, much American
science fiction has concurred with Minsky, offering scenarios of emotionally
intelligent entities ranging from the whimsical robot Huey to the biologically
grounded cyborg named Solo. And as Turkle reports, by the late 1980s, stu-
dents at MIT “were suggesting that computers would need bodies in order to

be empathetic . . . and to feel pain.”*®

IIL.

In his wonderfully quirky book Aramis, or the Love of Technology, Bruno Latour,
writing about the proposed transportation system for Paris dubbed Aramis,
also extends subjectivity to a technological structure—a hypothetical one at
that. A sociologist of science and technology, Latour surprises us by giving
Aramis speech. He writes from the point of view of the subway system (it is
a humorously poignant strategy since Aramis was destined never to be built).
Latour posits the interdependent subjectivity of the human and the artifactual
in asking this remarkable rhetorical question: “Could the unconscious be full
of machines as well as affects?”> Although his view of the world in general
is profoundly comic, we should nonetheless take this question seriously—and
do so by turning it partly around. If machines are inhabiting our unconscious,
could not affects inhabit machines in an intersubjective exchange?
Intersubjective systems can be self-correcting systems (they can also be pro-
foundly dysfunctional). The question of the integration or coupling of self-
correcting systems was posed by the brilliant anthropologist Gregory Bateson
in Steps to an Ecology of Mind, one of the great books of the American 1970s.
“The problem of coupling self-corrective systems together,” he writes, “Is central
in the adaptation of man to the societies and ecosystems in which he lives”*
To ecological systems and social systems we must add technocultural systems as
well. What I have been suggesting is that the rhetoric of the attribution to and
instantiation of emotions in the lifeworld of computers, replicants, and cyborgs,
bots and robots, a lifeworld that extends to ours—indeed is ours—serves as just
such a coupling device. The emotions of choice are empathy and sympathy, un-
derwritten by a foundation of respect and good humor. Thus the emotions as
they are thematized in the science fiction [ have been discussing and the emotions
as they are experienced in our technological habitat populated by the computer,
the Internet, and the robot serve as a bridge, an intangible but very real pros-
thesis, one that helps us connect ourselves to the world we have been inventing.
Our contemporary technological habitat is one that is changing profoundly
in terms of the distribution of the emotions. In the past we have routinely
ascribed anthropomorphic qualities to our fictional technological creations as
well as to our inventions. But the attribution of emotions to the new forms of
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our technological lifeworld represents a quantum leap, one that will accelerate
in the future. We are behaving as if their emotions are real, as our science fiction
insists that they are. As an attachment or prosthetic device to new technological
life forms (one that is reciprocal), the emotions, intangible yet embodied, differ
radically from the conceptualization of tools as a prosthetic extension of the
body that connects us to the world, as the cane, for example, puts the person
who is blind in touch with the world around them, or the telescope amplifies
our power to see into the distance.”

How could affects inhabit machines? As we have seen, Rodney Brooks has
given one answer. He believes that in the future machines will be built that have
both “genuine emotions and consciousness.”*® Recent research by neurologists,
who underscore the materiality of the foundation of the emotions, has also
sounded the importance of the emotions in our definition of intelligence. In
The Emotional Brain, for example, Joseph LeDoux seeks to redress the imbalance
that has been the legacy of cognitive science (and more specifically the field of
artificial intelligence). Indeed, LeDoux concludes in effect that the emotional
“wiring” in our brains is stronger than the rational wiring. In Descartes’ Error,
the neurologist Antonio Damasio argues that the neural systems of reason and
emotion are intertwined, giving rise to mind, and that emotions are critical
to health of all kinds, including making appropriate decisions in everyday life.
Importantly for my purposes, he concludes “that there is a particular region in
the human brain where the systems concerned with emotion/feeling, attention,
and working memory interact so intimately that they constitute the source for
the energy of both external action (movement) and internal action,” including
reasoning.*! That a certain spot in the brain has been identified as crucial to
emotional intelligence underscores the radical materiality of Damasio’s theory
of the emotions.

Finally, perhaps in part because of all the science fiction I have been reading
and watching lately, along with work from such widely disparate fields as media
theory, artificial intelligence, neurology, and science and technology studies,
I find that even such analytically dispassionate books as LeDoux’s Emotional
Brain and Damasio’s Descartes’s Error have the effect of encouraging me to
believe that one day artificial life—embodied in cyborgs of all shapes—will
indeed possess emotions. LeDoux explicitly states that a computer “could not
be programmed to have an emotion” because it is an assemblage of machine
parts, not the slow and unpredictable result of biological evolution.*> But I am
nonetheless inspired to think otherwise—in great because of his own use of the
metaphor of “wiring,” which implies a technical achievement that we can surely
accomplish and, paradoxically, because of the biological basis of his theory of
the emotions—that they are grounded in the body, that they are biological

functions of the nervous system and not mere intangible psychic states.

In the process of doing research for this essay, then, I have myself become
singularly well socialized to the notion of artificial entities possessing emotions.
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