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1 Problem Description

In analyzing natural language text, it is of
interest to be able to recognize and correctly
classify events that occur. An event is a specific
occurrence of some happening that involves one
or more participants. Event analysis typically
involves three tasks: determining the span of
text identifying an event, determining the event
trigger, and determining the participants in
an event. In this paper, we concentrate on
detecting events triggered by words and then
correctly classifying those events by type.

2 Related Work

Current techniques for event detection and clas-
sification include both rule-based and statisti-
cal learning approaches. In either type of ap-
proach, similar features are used for event de-
tection. Character affixes, nominalization suf-
fix, part of speech, light verb, subject syntac-
tic category, morphological stem, verb root, and
WordNet hypernyms have all been used to clas-
sify events (Jurafsky and Martin, 2008). The
TimeBank corpus is frequently used to explain
and show annotations of events (Pustejovsky et
al., 2003).
Traditional event detection used a co-occurrence
technique based on the similarity of features be-
tween seen documents and a new unseen docu-
ment (Wei and Lee, 2004). This technique led to
problems with orientation and word mismatch.
As a result, traditional techniques are limited in
application (Wei and Lee, 2004). In more recent
years, studies have concentrated on improving

feature-based event detection by using a com-
bination of text categorization and information
extraction techniques (Wei and Lee, 2004). As
an example, event classification is often based
on and extended to a classification of the en-
tire sentence (Naughton et al., 2008) (Chieu and
Lee, 2004).
Event detection is often linked with tempo-
ral organization; therefore, many modern ap-
proaches leverage temporal aspects to achieve
better results. Both supervised-learning and
unsupervised-clustering algorithms for docu-
ment classification then use that agglomera-
tive clustering for retrospective event detection
(Yang et al., 1999). While such approaches are
effective and useful, the domain is limited to
document sets that have temporal aspects that
are useful in the classification of events within
a document. Typical text does not fall within
that domain.
The most recent work on event extraction used
a nearest neighbor classifier to distinguish posi-
tive and negative instances of events, and a sub-
sequent nearest neighbor classifier to determine
event class (Ahn, 2006).

3 Methodology

While many techniques are proposed for identi-
fying taggable events in text, we explore the use
of sense disambiguation techniques for event
classification. The problem can be thought of
in the following manner: given a trigger or
word, there are two possibilities; the trigger
(verb) can represent an event of interest, or
it can represent an event or something else in



which we have no interest. A single word can
trigger one or more event types. For example,
“transfer” could refer to transferring ownership
of an item, transferring money, or transferring
personnel from one location to another. Each
sense of the word is linked with an event type.
Therefore, a trigger can trigger one or more
event classes that can be thought of as “senses”
of the word. One “sense” corresponds to the
word being not of interest, and each of the
other “senses” correspond to event classes of
interest. Then, the event classification becomes
a matter of sense disambiguation of the word.
For example, to determine the event class of
an occurrence of the word transfer, determine
the “sense” of transfer being used (Person,
Money, Ownership, etc.). Our work is distinct
from previous attempts at this problem in
the use of single classifier to handle both
identification and classification in a single
step. This is achieved by considering negative
instances of event triggers as a class of their own.

4 Implementation

To collect baseline results, we started with a
rule-based system that mapped verbs to the
most relevant event class. From that baseline,
we trained Lingpipe’s TF/IDF model to recog-
nize and classify instances of events. This con-
sisted of developing a vocabulary from all tagged
verbs in the training corpus and then training on
feature vectors involving the surrounding con-
text for all occurrences of those verbs with the
appropriate classification. We then used the
trained classifier on every verb in the testing
data, receiving the resultant classifications. The
use of the classifier showed significant improve-
ment over the previously used rule-based system
as evidenced by an increase in F-Measure from
0.31 to 0.69.

5 Future Work

In the future, we intend to extend our approach
to handle events triggered by other parts of
speech, not just verbs. We would like to look at
the difference between using a classifier for each
part of speech with a single classifier used for

all parts of speech. We intend to use the auto-
matic content extraction contest data and scor-
ing method to compare our system with pub-
lished system results. Lastly, we will compare
our system with the previously implemented sys-
tem of separate event identification and event
classification steps.
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