Brute force computation as an omnibus tool to minimize local minima
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Abstract: It has recently been suggested that the AIC is preferred as an omnibus model selection criterion, since it shows good power to confirm a priori expectations. Ability of the use of AIC to foment unrest approaching animus amongst Bayesians is an additional attribute. We compared the utility of AIC in this regard by contrasting it with a newly derived criterion, the GIGO (garbage in, garbage out) model selection tool (Brooks and Morgan 1994). Using a multi‐CRAY‐XMP processing array, consisting of 25 terabytes of core memory, and 2500 BLPE (Bill Link Processing Equivalents) of power, we simulated all possible models, for all possible questions, using a 42-stage genetic algorithm with adaptive look‐ahead Markov neo‐Bayesian black box routines with hidden states generated by a marginal approximation to a convoluted Fibonacci sequence with state‐frequencies weighted by inverse probability of a Biometrics submission being published in <12 months. Results were inconclusive.
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