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Technical Notes and Correspondence

System Theoretic Aspects of Influenced
Consensus: Single Input Case

Airlie Chapman and Mehran Mesbahi

Abstract—This technical note examines the dynamics of networked
multi-agent systems operating with a consensus-type algorithm, under the
influence of an attached node or external agent. Depending on the specific
scenario, the attached node can be viewed as a network intruder or an
administrator. We introduce an influence scheme, naive of the network
topology, involving predictable excitation of the network with the objective
of manipulating, disrupting, or steering its evolution. The spectrum of the
corresponding Dirichlet matrix provides bounds on the system-theoretic
properties of the resulting influenced network, quantifying its security—or
viewed differently—its manageability. Finally, the controllability gramian
for influenced consensus is examined, providing insights into its -norm
and controllability properties.

Index Terms—Consensus protocol, influence models, network manage-
ment, network security.

I. INTRODUCTION

Consensus-type algorithms provide effective means of distributed
information-sharing and control for networked multi-agent systems,
in settings such as multi-vehicle control, formation control, swarming,
and distributed estimation; see for example [1]–[4]. One of the appeals
of consensus algorithms is their ability to operate distributively and au-
tonomously over simple trusting agents. This has the added benefit that
external (control) agents, perceived as native agents, can seamlessly at-
tach to the network and steer it in particular directions. These additional
agents, ignoring consensus rules, will influence the network as com-
pared to the unforced network, resulting in scenarios such as leader-fol-
lower [2], [5], and drift correction [6]. The detriment is that this same
approach can be adopted by malicious infiltrating agents. We refer to
consensus-based systems, with a friendly or unfriendly attached nodes,
as influenced consensus networks. The case where such networks are
influenced by one external agent is the focus of the present technical
note.

Although the properties of consensus algorithms has been exten-
sively studied, examining the input-output properties of influenced con-
sensus is in its infancy; recent works in this direction include [7]–[9]. In
the traditional unforced consensus, for example, one of the popular per-
formance metrics is the second smallest eigenvalue of the graph Lapla-
cian. This metric proves less attractive for influenced consensus as it
fails to capture where the influencing node has attached, which in turn
can dramatically influence the convergence rate of the corresponding
influenced consensus.

The present technical note contributes to the general area of influ-
enced consensus by defining performance metrics for the case where
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there is only one attached node. We first examine an anchor influ-
ence scheme where the attached node delivers a constant signal. In
this venue, we demonstrate the utility of the spectrum of the modified
Laplacian, referred to as the Dirichlet matrix, to parametrize the effec-
tiveness of the influence scheme. Moreover, we present fundamental
bounds on these metrics and identify structural features that charac-
terize these metrics in terms of the number of agents (nodes) and links
(edges), as well as the (graph) distances between the native agents and
the influencing agent. For the scenario where the external node is mali-
cious, these structural connections can be exploited to improve network
security. An illustrative example is provided to such an effect.

Secondly, we consider disrupting the network via more arbitrary
signals, enabling us to analyze the manageability of the network.
Using the influenced system’s controllability gramian, we show that
the ��-norm of the corresponding input-output system is independent
of the network structure. Moreover, we refine the classification of
network controllability by showing the importance of the gramian in
practical controllability of graphs.

The current work is part of a more general effort that aims to identify
bounds and metrics on the security and manageability of coordination
algorithms via the network structure when influenced by an external
friendly or unfriendly agent. As such, our work is related to a number
of other research works, such as those in computer network security
[10], spread of epidemics [11], [12], predator/prey swarming [13], and
controlled or intruded consensus protocols [7], [14], [15].

A. Background, Notation, and the Influence Model

In this section, we provide the background on constructs that will
be used subsequently in the technical note, including an abbreviated
description of graphs and the consensus protocol. The reader is re-
ferred to [16] for a more detailed exposition on graph theory, par-
ticularly, algebraic graph theory; for the consensus protocol, see the
survey [1]. An undirected graph � � ����� is defined by a vertex
(or node) set � � ���� ��� � � � � ��� and an edge set � � �� �� of
cardinality�.1 2 In this technical note, we will refer to node �� as agent
�. The nodes �� and �� are called adjacent if ���� ��� � �. The de-
gree ����� of node �� � � is the number of its adjacent nodes. The
minimum and maximum degrees in the graph � will be denoted by
������� and �������, respectively. The degree matrix ���� is a di-
agonal matrix with ����� on the �th diagonal entry. The adjacency ma-
trix, on the other hand, is a symmetric matrix with �������� � � when
���� ��� � � and �������� � � otherwise. The combinatorial Lapla-
cian of the graph, defined as ���� � ����	����, is a (symmetric)
positive semi-definite matrix. The Laplacian spectrum is assumed to
be ordered as � � 	���� 
 	���� 
 	 	 	 
 	����; for brevity we
will continue to use 	���� instead of 	�������. This ordering conven-
tion for eigenvalues will also be used for other symmetric matrices.
The notation 
 � � for two symmetric matrices signifies the positive
semi-definiteness of the difference 
 	 �. When this is the case, one
has 	��
� � 	���� for all �, a fact that will be subsequently used.
Our analysis will involve the spectrum of the Laplacian and its influ-
enced version, which is referred to as the Dirichlet matrix due to its

1The notation �� � refers to the set of two-element subsets of � .
2Some special �-node graphs are the path graph � , star graph � , and com-

plete graph�. These can be defined via their edge sets as � � ������ ���� �
��� � � � � ���, � � ���� ���� � ��� � � � � ���, and � � ���� ���� 	� �� �� � �
��� � � � � ���, respectively.
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resemblance with the Dirichlet operator encountered in PDE models
with boundaries [17], [18].

Viewing each node as a one-dimensional single integrator, let
����� � denote the state of node �� � � at time �. The con-
tinuous-time consensus protocol for agent � is then defined as
������ � ������������� � ������, which in its compact form with
���� � � is written as

����� � ���������� (1)

From the definition of the graph Laplacian all rows of���� sum to zero
and ����� � � with the corresponding eigenvector � � ��	 � � � 	 �	� �
�. Subsequently, when � is connected, it can be deduced that the

consensus protocol steers all agents to the average value of their initial
states [1].

The model that we will examine in this note is the single input in-
fluenced consensus. This model can be formalized by considering an
influencing node attached to a native node in the graph �� � � , de-
livering a signal 
��� � . The resulting linear time-invariant model
assumes the form

����� � ���	 ������ 
����
��� (2)

where ���� � � �
� with ��	� � � for � � � and ��	� � �

otherwise, and ���	 �� � ������ 
 �
�
� �.

The matrix ����	 ��, which is referred to as the Dirichlet matrix,
can be formed by adding “1” to the �th diagonal entry of ���� in (1).
Consequently, by closely relating the spectra of ���� and ���	 ��, fea-
tures of the underlying graph � can be related to model (2). The fol-
lowing result highlights this connection.

Proposition 1.1: The eigenvalues of the matrix����	 �� in (2) sat-
isfy the following inequalities:

(a) ������ � �������	 ���;
(b) �������	 ��� � ����� 
 �;
(c) for � � �, ���������	 ��� � ������.

Proof: The matrix����	 �� is the sum of two positive semidefi-
nite matrices ���� and ��� . As such, the matrix����	 �� is positive
semidefinite. By the eigenvalue interlacing theorem ([19], Corollary
4.3.3 and Theorem 4.3.6), bounds (a) and (c) follow. Moreover, Weyl’s
Theorem ([19], Theorem 4.3.1) implies that

�� �����	 ��� ��� ���� 
 �
�
�

������ 
 �� �
�
�

������ 
 ��

The rest of the technical note is organized as follows. We first ex-
amine the anchor influence scheme in Section II where the external
node injects a constant signal to the network. In this setting, we pro-
vide bounds on a quadratic performance metric to characterize how se-
cure or manageable the network may be. Next, gathering insights into
arbitrary influence schemes, the controllability gramian of the graph is
examined in Section III. The Appendix details the performance costs
and the controllability gramian for special types of graphs. We con-
clude the technical note with a few remarks in Section IV.

II. ANCHOR INFLUENCE

The anchor influence scheme adopts a naive approach for influencing
the network, justified by the lack of a prior knowledge of the network
structure by the attached node. In this case, the attached node merely
attempts to steer the system to a common state 
�.3 This section is

3For example in order to realign a formation or to change its speed.

devoted to characterizing how effective such an influence scheme can
be as a function of the graph structure and where the external node has
been attached. We note that when the network is driven by a stochastic
signal with a constant expected value ��
� � 
�, the evolution of the
expected value of the nodes’ state ���� can be modeled as (2) where

��� � 
� for all time �.

Before continuing our discussion, let us state an auxiliary result that
is subsequently used; for the proof see for example [15].

Proposition 2.1: When the original graph � is connected, the matrix
���	 �� in model (2) is negative definite.

We note that a consequence of Proposition 2.1 is that the subspace
spanned by � is reachable for the influenced system (2), when � is
connected. In fact, in the case where 
��� � 
� in model (2), all agents’
state converge to 
�. We now examine the corresponding state cost for
the injected signal 
� by the attached node over an infinite horizon, in
order to steer the network to the consensus state 
�� from an arbitrary
initialization. More specifically, noting that ���	 �������� � ��, the
convergence cost over an infinite time horizon with ����� � �����
��
can be derived as4

� ��	 �	 ��������

�

�

��� ����

�

�

�

��� �
 �� ������ �
��
��
� ����

�

�

�

��� �
 �� ��
 ������	 ��������
�


 
���������	 ��������

�

�

�

����	 ���
����
��
� ���	 ������


 ������	 ���� ����	 ����
����
����

�

�

�

������	 ������ 
 ������	 ���� ����

�

�

�

�

��
�������� ��

����������	 �������������������	 ���������

�� ���������	 ���������� (3)

In view of (3), we parametrize the resilience of a consensus-type net-
work to anchor influence.5 We define three metrics, referred to as the
minimum, maximum, and average performance costs in terms of the
eigenvalues of the Dirichlet matrix as6

������	 �� � ��
�������	�

� ��	 �	 ������

��� ����	 ����

����� �����	 ��� (4)

��
���	 �� � ���
�������	�

� ��	 �	 ������

��� ����	 ����

����� �����	 ��� (5)

4The scaling by 2 is mostly cosmetic. Further, ����� is abbreviated as �� for
brevity.

5In our subsequent discussion, we will only consider connected graphs, as
each component of disconnected graphs can be analyzed separately.

6Considered as intrusion or management costs. The expectation in (6) is with
respect to the uniform distribution on the unit ball.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 57, NO. 6, JUNE 2012 1507

and

������� �� ����������	� ��� �� ������
�

�

�
�� ����� ���	

�
�

�

�

��	

���� ������ ��� (6)

where �� is the matrix trace operator. As we will show, the critical
graphs that bound these performance costs for a single input anchor
influence scheme over all graphs are the �-node complete graph�, the
path graph� , and the star graph � . The derivation of the corresponding
metrics relating to these graphs are relegated to the Appendix.

Proposition 2.2: For an �-node connected graph �, the minimum
and maximum performance costs (4), (5) of attaching to a node 	� � �
is bounded as

��	
�����

�
����� �� � 
�� � ��
�
� � 
�� ���	 (7)

and

��
�����

�
����� �� � �



� � ��



�


�� �

�	

� (8)

Proof: Let � be an arbitrary �-node graph with its complement
graph �, noting that ���� � ���� � ����, where � is the �-node
complete graph. Since

���� � ���� � �
�
� � ���� � �

�
� (9)

it follows that:

�� ���� � �
�
� � �� ���� � �

�
� � (10)

Therefore

�
����� �� � �� ���� � �
�
�

�	

� �� ���� � �
�
�

�	

��
����� ��� (11)

Now consider a spanning tree 	 of the graph �. Attaching an influ-
encing node to 	 and examining the corresponding smallest Dirichlet
eigenvalue, we obtain

�	 ��	 � � �
�
� � �	 ���� � �

�
� � (12)

Next, construct the new tree 	 by mirroring 	 about the influencing
node and treating it as a native node in this new graph which has 
���
nodes. From Lemma 6 of [20], it follows that:

��	 � � �	 ��	 � � �
�
� � (13)

In the meantime, as the path graph is the tree with the least second
smallest eigenvalue over all �-node connected graphs [21], it follows
that ���� � ��	 �, where � is a path of order 
� � �. From
Proposition A.1 of the Appendix, for a path graph � of order �, with
the influence node attached to 		 � � , it is known that ���� �
�	������ ���; see also [21]. Combining these bounds, we arrive at
the inequality

���� � �	 ��	 � � �
�
� (14)

and thereby

�
�����
�� �
�

�	 ����� � ��� �

� �

�	 ������ ���
��
����� ��� (15)

Closed form solutions for �
����� �� and �
����� �� are found in
Propositions A.1 and A.5 of the Appendix, thus completing the proof.

There is an intuitive link between the “centrality” of a node in a
network and its influence on the network’s dynamics as an intruder
or administrator. This correlation becomes apparent for tree graphs in
relation to the average performance cost (6) as we proceed to show.

Lemma 2.3: For an �-node tree 	 , the average performance cost (6)
of attaching to node 	� � 	 is

�����	 � �� � �

�

�

��	

��	�� 	�� � � (16)

where ��	�� 	�� denotes the length of the shortest path between nodes
	� and 	� .

Proof: Without loss of generality, assume that the influencing
node is attached to 		 � 	 . The inverse of the system matrix thus
assumes the form

����� ���	 � � �
�

� �
(17)

where� � ��			 ���
� and�		 is the principal submatrix of����� ��

formed from deleting its first row and column. We will consider the
cases where 		 is adjacent to a single node or multiple nodes within
the graph separately in order to characterize the diagonal elements of
����� ���	.
Case 1) If node 		 is adjacent to a single node, say 	, then �		 �

������	� ��, where ���	 is the subgraph of � formed by
removing node 		 and attaching the influence node to node
	.

Case 2) If node 		 is adjacent to more than one node, say 	� � � � � 	�,
then as the original graph is a tree, the corresponding �		

would represent ��� tree graphs �� � � � ���, each with an
influence node attached to nodes 	� � � � � 	�. In fact, with a
possible node relabeling

�		 � �

���� �� � � � � �

� ����� ��
. . .

...
...

. . .
. . . �

� � � � � ����� ��

� (18)

The two cases can now be reapplied, one link at a time, with each sub-
graph decreasing the dimension of its respective submatrices by 1. This
process could be continued until we have a set of submatrices of the
form ������ �� � �. In the meantime, this procedure confirms that
the diagonal elements of����� ���	 represent the minimum distances
between node 		 and other nodes in the graph plus one. This observa-
tion, in conjunction with (6), now completes the proof.

Corollary 2.4: For an �-node tree 	 , the average performance cost
(6) of attaching to an arbitrary node 	� � 	 is bounded as

��	
�� ���

�����	 � �� � 
� �

�
(19)

and

��
�� ���

�����	 � �� � �



��� ��� (20)

Proof: Over all �-node connected trees, the central node of the
star graph has the smallest minimum distance of 1 to all other nodes
and an end node of the path graph has the largest accumulative distance
of ��	

��	 � to all other nodes. These observations, in conjunction with
Lemma 2.3, complete the proof.

Proposition 2.5: For a graph � with �-nodes and �-edges with
largest node degree �
����� and smallest node degree �
�����, the
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minimum, maximum, and average performance costs (4)–(6) of at-
taching to any node �� � � are bounded as

�

����������
�������� �� (21)

������� ���
�

�
������������ (22)

�

��
�

�

��������� ������������
�������� �� (23)

and

������� �� �
�

��
��� � ��� ��� ��� (24)

Proof: Let the vertices in � be labelled such that the diagonal
entries of the matrix ����� � 	�	

�
� are ordered in a non-decreasing

order; thus 
�������� ���� � ������ for all �. However, since


� ������ ��� � 
� ������ ��� � �������� � � (25)

it follows that:

��������� � ���	 � 
� ������ ���
�	 	 ������� ��� (26)

Similarly

�������� ��	

�

�
	


� ������ ���
�	

�

�

�
	

�

������
�

�

��������
�

�

�������� � �

�
�

�

�

�
	

�

��
�

�

������� ��������� � ��

�
��

��
�

�

�������� ��������� � ��
� (27)

Consider next a spanning tree � of �. Then 
 � ��� � �� � 	
����	�	

�
� ���� ��	�	

�
� � 	����� �������� � ��� and thereby


������ � ��� � 
������� ���, for � 	 �� � � � � �. Consequently

�������� �� �

�

�
	


� ����� � ���
�	

� ��
� ��

������� � ��

	
�

�
��� � ��� ��� �� (28)

where the last inequality is from examining spanning trees of all
�-nodes �-edges graphs, which in turn provides the final equality
from �

�
	
����� ��� � �������� ����� �� �� [17] and Lemma

2.3. Reapplying this bound we also have

������� �� 	
	 ������ ���
�	

�

�

�
	


� ������ ���
�	

	�������� ��

�
�

�
��� � ��� ��� �� (29)

thus completing the proof.

A. An Example

The average performance cost (6) can be employed to design a pro-
tocol over a tree � to locally trade edges between adjacent nodes with

Fig. 1. Sample configurations achieved by applying Protocol 1 to a random
tree. The filled square represents the influencing node.

the objective of decreasing the influence of a node attached to the net-
work and feeding in a constant mean noise. As we have shown in
Lemma 2.3, when an influencing node is attached to node �	 � � ,
then ������ � �� is proportional to �

�
�
���	� ���. We now consider

a scenario where �	 broadcasts a distress signal, informing the net-
work that it is being influenced by an external agent. Subsequently,
after at most � � � rebroadcasts, all nodes in the graph are aware of
the local direction of the intruding node, and more specifically, their
adjacent node that is closest to �	; we denote this node by �����. The
following local rules, requiring node �� only knowledge of ����� and
the ability to instruct its neighbors to form edges, detailed below in
Protocol 1, can then be executed asynchronously in an arbitrary order,
guaranteeing that �

�
�
���	� ���, and hence ������ � ��, increases at

each iteration, and a connected tree is maintained. In fact the proposed
protocol ensures that the interconnection between the host nodes even-
tually reaches a configuration with greatest

������ � �� 	
�

�
��� �� (30)

(refer to Corollary 2.4) corresponding to a path graph with the influ-
encing node attached at one of its ends.

Protocol 1 Edge swap protocol

for all Node �� do

if 	�� � �� where 
��� ���� 
��� ��� � �, �� �	 �� and
�� � �� �� ����� then

�  � � 
��� ��� 
�� � ���

end if

end for

Fig. 1 depicts some of the intermediate graphs obtained as the pro-
tocol is applied to a random tree graph on 40 nodes. The path graph
with the influencing node attached to one of its end nodes is achieved
after 100 local edge flips.

III. CONTROLLABILITY GRAMIAN

Up to now, our analysis hinged on the assumption that the attached
node injects a constant (mean) signal into the network. Motivated by
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the situation where the external agent might inject an arbitrary signal
to the network, we consider the controllability gramian for model (2),
defined as

� ��� �� ��

�

�

����������������� ������� ��� (31)

which can also be obtained by the solution to the Lyapunov equation

���� ��� ��� �� � � ��� ������ ��� � ���������� 	 (32)

It is well-known that the controllability gramian has a number of system
theoretic properties, such as, parameterizing the system’s �� norm,
which in turn, can measure the energy of the response of the influ-
enced consensus dynamics to zero-mean Gaussian with unit covari-
ance. Moreover, the gramian of the influenced consensus can charac-
terize the energy optimal controller for steering the state of the net-
work from one state to the another when the network is controllable.
Yet another facet of the importance of the gramian pertains to its spec-
tral properties, which are used to provide a more refined characteriza-
tion of the notion of controllability. For example, when the influenced
consensus dynamics (2) is controllable, 
��� ��� ��� and 
��� ��� ���
distinguish directions specified by the corresponding eigenvectors that
are least and most responsive to the input with unit energy.

We first focus on ���� ��� ��� quantifies the ��-norm of the exter-
nally influenced consensus network.

Lemma 3.1: For all connected graphs � and arbitrary �� � �,
���� ��� ��� � ���.

Proof: We note that

�� �� ��� ��� � ��

�

�

��������������� ���

� �� 

�

�

�����������

� �
�

�
�� ���� ���� (33)

where  � ���
�
� . Since ���� ���� � �

� �
���

� �
(refer to the

proof of Lemma 2.3), with � � �����������, it follows that
������� ����� � �� and ���� ��� ��� � ���.

The implication of Lemma 3.1 is that an external agent has the same
effect on the��-norm of the influenced network regardless of the struc-
ture of the network and where the influenced node is attached.

An influenced consensus network with an external agent attached to
the end node of a path graph has previously been established as “con-
trollable” in [7]. The following proposition illustrates that there exists
weakly controllable eigenvalues of � ��� �� (with an end node of the
path graph labeled as ��). In fact the smallest eigenvalue of the con-
trollability gramian � ��� �� approaches zero as the order of the graph
increases.

Proposition 3.2: For � � �, the �-node path graph � with an influ-
encing node attached to the end node �� � � , the smallest eigenvalue
of the controllability gramian is of order ������.

Proof: Consider the spectral decomposition ���� �� � � 	� � ,
where 	 is a diagonal matrix of eigenvalues in increasing order and set
� � � �� ��� ��� . From Proposition A.2 and the proof of Proposi-
tion A.1, it follows that:


� ��� �
�

��� �

�� �� ����

� � ����� � �����
(34)

where � � ������� ��. Note that � ��� �� and � share the same set
of eigenvalues. Denote by ��� the � � � leading principal submatrix
of � , i.e.

��� �
�

�

��	 	

�
� ���	
��		 ��	 �	

�
��� 	
��� �	

��		 ��	 �	
�
��� 	
��� �	

��	 �	
�
� ��� �	

	 (35)

Let 
������ be the smallest eigenvalue of ��� which is a differentiable
function of �. Let

���� �
��

���

������ (36)

and note that ���� is positive and decreasing for all � � � (i.e., the
interval � � � � �������). Now by bounding the sixth order Taylor
expansion about � � �, we obtain


������ � �
��

��

�

��

��

��� �

�

�
��

���� ���

�
��

�����
�

�

�

�

(37)

where we have used the inequality �������� � ��������. By the
eigenvalue interlacing theorem ([19], Theorem 4.3.15), it now follows
that 
��� � � 
������. For the case where � � �, the smallest eigen-
value of the path graph gramian can be checked directly to satisfy

��� ��� �� � ������.

A graph feature that leads to uncontrollable influenced consensus is
identified through the following proposition.

Proposition 3.3: Consider an �-node graph � with an influencing
node attached to node �� � � such that there is an edge between �� and
all other nodes. Then

� ��� �� �
�

���� ��
��

� � ���
�
� 	 (38)

In this case, there is exactly two controllable modes.
Proof: When the condition of the proposition holds, the graph �

must have an �-node star subgraph 	 with �� as its center node. The
remaining edges in the graph form a subgraph � which is disconnected
from node �� and thus ������ � � which implies that

����� ��� �� � � ��� ������� � �	 (39)

Moreover, we can rewrite the state matrix as

���� �� � ��	� ��� ����	 (40)

From Proposition A.4

��	� ��� ��� �� � � ��� ����	� ��� � ���������� (41)

and thereby the gramian satisfies the Lyapunov equation for the influ-
enced graph �.

The eigenvalues and eigenvectors of� ��� �� (38) are stated in Propo-
sition A.4. From a security perspective, the above proposition has the
following ramification: an access point to a consensus network located
at nodes that are connected to all other nodes will allow at most two
modes to be controllable.

IV. CONCLUSION

This technical note examines consensus-type coordination networks
influenced by an external node. The spectra of the Dirichlet matrix has
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been used to form analytic bounds on the cost of influencing such net-
works with a constant (mean) signal. The controllability gramian is
used subsequently to shed light on the controllability and the��-norm
of the influence model.

APPENDIX

The following are performance costs and controllability gramians for
the path graph � , the star graph � , and the complete graph �, under
the influence of an attached node.

Proposition A.1: For the �-node path graph � , with an influencing
node attached to an end node �� � � , the minimum, maximum, and
average performance costs (4)–(6) are, respectively

������� �� � �

�
� � ��	

��

��� �

��

(42)

������� �� � �

�
� � ��	

���

��� �

��

(43)

and

���	��� �� � �

�
��� ��� (44)

Proof: The Dirichlet matrix for an influencing agent attached to
��, an end node of � , is

����� �� �

� �� 
 � � � 


�� �
. . .

. . .
...

. . .
. . .

. . . 

...

. . .
. . . � ��


 � � � 
 �� �

(45)

with

�� ������ ��� � � � � ��	
��	

��� �
(46)

for 	 � �� � � � � �, with the corresponding eigenvector with its 
th entry
	����	
������; see [22]. By symmetry, the scenario where the other
end of the path is influenced is identical.

Proposition A.2: For the �-node path graph � , with influence node
attached to an end node �� � � , the controllability gramian for (2),
defined element-wise for each entry ��� �, is

�� ������
��
�

�

�������

�

�
�

�

�
�

	� ��� 	� �� 	��� 	� ��

����	�����	 ��

(47)
where � � ������ � ��.

Proof: The proof follows from verifying that (47) satisfies the
Lyapunov equation.

Proposition A.3: For the �-node star graph � , with the influence
node attached to the central node �� � � , the minimum, maximum,
and average performance costs (4)–(6) are, respectively

������� �� � ���� � �
�
�� � ��� ��

��
(48)

������� �� � ���� ��
�
�� � ��� ��

��
(49)

and

���	��� �� � �� �

�
� (50)

Proof: The Dirichlet matrix for an influencing agent attached to
the central node of � , ��, is

����� �� � � ���
�� �

� (51)

Examining the identity����� ��� � ��, we note that there are �� �
eigenvectors of the form � � �
 ��� , where � � ��� and �� �

 corresponding to � � �, and two eigenvectors of the form � �

��� � �
� �

�
, where

� �
�

�
�� � �	

�
�� � ��� ��� (52)

Proposition A.4: For the �-node star graph � , with influencing node
attached to the central node �� � � , the controllability gramian of (2)
is

� ��� �� � �

���� ��
��

� � ���
�
� (53)

with ���� ��� ��� � 
, for 
 � �� � � � � � � � and

�� �� ��� ��� � �

�
�	

�
�� � ��� �

�� �
(54)

for 
 � � � �� �, respectively.
Proof: The proof follows from verifying that (53) satisfies the

Lyapunov equation with � � ��. The gramian and its corresponding
eigenvalues are identical to those of the complete graph with an at-
tached node.

Proposition A.5: For the �-node complete graph �, with an influ-
encing node attached to any node �� � �, the minimum, maximum,
and average performance costs (4)–(6) are, respectively

������� 	� � ���� � �
�
�� � ��� ��

��
(55)

������� 	� � ���� ��
�
�� � ��� ��

��
(56)

and

���	��� 	� � � �
�

�
� �

��
� (57)

Proof: The Dirichlet matrix for an influencing agent attached to
��, an arbitrary node of �, is

����� �� � � ���
�� ���� � ��

� (58)

Examining the identity ����� ��� � ��, there are � � � eigenvec-
tors of the form � � �
 ��� , where � � ��� and �� � 
 corre-
sponding to � � � and two eigenvalues of the form � � ��� � �

� �
�

,
where

� �
�

�
�� � �	

�
�� � ��� ��� (59)

Due to the symmetry of �, the cost incurred by the attached node to
steer the network is independent of where it attaches.

Proposition A.6: For the�-node complete graph�, with influencing
node attached to any node �� � �, the controllability gramian of (2)
is the same as that of the �-node star graph � , with influencing node
attached to the central node �� � � (53).

Proof: The proof follows directly from Proposition 3.3.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 57, NO. 6, JUNE 2012 1511

REFERENCES

[1] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and coop-
eration in networked multi-agent systems,” Proc. IEEE, vol. 95, no. 1,
pp. 215–233, Jan. 2007.

[2] H. G. Tanner, G. J. Pappas, and V. Kumar, “Leader-to-formation sta-
bility,” IEEE Trans. Robot. Autom., vol. 20, no. 3, pp. 443–455, Mar.
2004.

[3] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of
mobile autonomous agents using nearest neighbor rules,” IEEE Trans.
Autom. Control, vol. 48, no. 6, pp. 988–1001, Jun. 2003.

[4] Y. Hatano and M. Mesbahi, “Agreement over random networks,” IEEE
Trans. Autom. Control, vol. 50, no. 11, pp. 1867–1872, Nov. 2005.

[5] M. Mesbahi and M. Egerstedt, Graph Theoretic Methods in Multiagent
Networks. Princeton, NJ: Princeton Univ. Press, 2010.

[6] S. Graham and P. R. Kumar, “Time in general-purpose control systems:
The control time protocol and an experimental evaluation,” in Proc.
43rd IEEE Conf. Decision Control, 2004, pp. 4004–4009.

[7] A. Rahmani, M. Ji, M. Mesbahi, and M. Egerstedt, “Controllability
of multi-agent systems from a graph-theoretic perspective,” SIAM J.
Control Optim., vol. 48, no. 1, pp. 162–186, 2009.

[8] S. Sundaram and C. N. Hadjicostis, “Distributed function calculation
via linear iterations in the presence of malicious agents—Part I:
Attacking the network,” in Proc. Amer. Control Conf., 2008, pp.
1350–1355.

[9] A. Chapman, E. Schoof, and M. Mesbahi, “Semi-autonomous net-
works: Theory and decentralized protocols,” in Proc. IEEE Int. Conf.
Robot. Autom., 2010, pp. 1958–1963.

[10] A. Gueye and J. C. Walrand, “Security in networks: A game-theo-
retic approach,” in Proc. 47th IEEE Conf. Decision Control, 2008, pp.
829–834.

[11] M. Bloem, T. Alpcan, and T. Basar, “Optimal and robust epidemic
response for multiple networks,” in Proc. 46th IEEE Conf. Decision
Control, 2007, pp. 5074–5079.

[12] Y. Wang, D. Chakrabarti, C. Wang, and C. Faloutsos, “Epidemic
spreading in real networks: An eigenvalue viewpoint,” in Proc. 22nd
Int. Symp. Reliable Distrib. Syst., 2003, pp. 25–34.

[13] R. Olfati-Saber, “Flocking for multi-agent dynamic systems: Algo-
rithms and theory,” IEEE Trans. Autom. Control, vol. 51, no. 3, pp.
401–420, Mar. 2006.

[14] A. Fagiolini, G. Valenti, L. Pallottino, G. Dini, and A. Bicchi, “De-
centralized intrusion detection for secure cooperative multi-agent
systems,” in Proc. 46th IEEE Conf. Decision Control, 2007, pp.
1553–1558.

[15] A. Chapman, M. Nabi-Abdolyousefi, and M. Mesbahi, “Identification
and infiltration in consensus-type networks,” in Proc. 1st IFAC Work-
shop Estim. Control Networked Syst., 2009, pp. 84–89.

[16] C. Godsil and G. Royle, Algebraic Graph Theory. New York:
Springer, 2001.

[17] P. Barooah and J. P. Hespanha, “Graph effective resistance and dis-
tributed control: Spectral properties and applications,” in Proc. 45th
IEEE Conf. Decision Control, 2006, pp. 3479–3485.

[18] S. Salsa, Partial Differential Equations in Action: From Modelling to
Theory. New York: Springer, 2008.

[19] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, U.K.:
Cambridge Univ. Press, 1990.

[20] T. Biyikoglu and J. Leydold, “Algebraic connectivity and degree se-
quences of trees,” Linear Algebra Appl., vol. 430, no. 2–3, pp. 811–817,
2009.

[21] M. Petrovic and I. Gutman, “The path is the tree with smallest greatest
Laplacian eigenvalue,” Kragujevac J. Math., vol. 24, pp. 67–70, 2002.

[22] W.-C. Yueh, “Eigenvalues of several tridiagonal matrices,” Appl. Math.
E-Notes, vol. 5, pp. 66–74, 2005.

Fourier-Hermite Kalman Filter

Juha Sarmavuori and Simo Särkkä, Member, IEEE

Abstract—In this note, we shall present a new class of Gaussian filters
called Fourier-Hermite Kalman filters. Fourier-Hermite Kalman filters are
based on expansion of nonlinear functions with the Fourier-Hermite series
in same way as the traditional extended Kalman filter is based on the Taylor
series. The first order truncation of the Fourier-Hermite series gives the
previously known statistically linearized filter.

Index Terms—Extended Kalman filtering (EKF), Fourier-Hermite se-
ries, nonlinear KF, statistical linearization.

I. INTRODUCTION

The Kalman filter (KF) [1] is concerned with estimation of the dy-
namic state from noisy measurements in the class of estimation prob-
lems where the dynamic and measurement processes can be approx-
imated by linear Gaussian state space models. The KF is also appli-
cable to linear state space models with a wide range of non-Gaussian
noise distributions [2]. General filtering theory for nonlinear and non-
Gaussian models was already presented in [3], [4], but in practice, nu-
merical solutions derived as approximations to the general theory are
usually computationally more demanding than the Gaussian approxi-
mations derived as extensions to the KF. The Taylor series based ex-
tended Kalman filter (EKF) [4], and the Gaussian describing function
based statistically linearized filter (SLF) [5] are the classical Gaussian
approximation based extensions of the KF to nonlinear dynamic and
measurement models.

Recently, numerical integration based sigma point filters [6]–[10],
have been introduced as alternatives to the classical linearization based
methods. Many of the sigma point methods can also be interpreted as
numerical approximations to the SLF [11]–[13]. In this note, we shall
take the opposite approach from the sigma point methods—instead of
approximating the SLF we shall develop higher order approximations
by extending SLF. In numerical comparison, the new approach is found
to give similar results as the sigma point methods. The advantage of the
new method compared to the sigma point methods is that it provides
a closed form approximation instead of applying a numerical method
directly. The implementation of the closed form solution can be more
efficient. If closed form solution is not possible for some part of the
problem then it is still possible to use the numerical sigma point ap-
proach for that part.

In this technical note, we shall introduce a new class of filters that
we call Fourier-Hermite Kalman filters (FHKF). The filters are based
on a finite truncation of the Fourier-Hermite series in a similar way as
the EKF is based on a truncation of the Taylor series. The first order
truncation gives the previously known SLF [5] in a similar way as the
first order truncation of the Taylor series gives the basic EKF. The new
approach also makes it possible to use higher order truncation of the
Fourier-Hermite series similar to the second order EKF. Due to the or-
thogonality of the Hermite polynomials, any order truncation is almost
as easy to use as the first order truncation and gives the best possible
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