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Abstract 
In this study, I investigate how coherence relations are signalled by discourse markers, and 
examine the relationship between coherence relations and discourse markers. In the traditional 
discourse literature, discourse markers (DMs) are considered to be the only type of signals in 
discourse. Consequently, coherence relations, based on the presence or absence of DMs, are 
divided into two groups: explicit (also called signalled) relations: relations signalled by a DM, and 
implicit (also called unsignalled) relations: relations not signalled by a DM (Martin, 1992; 
Renkema, 2004; Taboada, 2009; Taboada & Mann, 2006). In order to test the validity of such 
classification, I conduct a corpus study examining part of the RST Discourse Treebank (Carlson et 
al., 2002) which includes a collection of 385 Wall Street Journal articles annotated for rhetorical 
relations (or coherence relations). I select 40 articles from the corpus, examine each and every 
relation in those articles, and add a new layer of annotation of signalling information to them. In 
addition, I identify, extract and analyze those relations which are specifically signalled by DMs. 
Results show that the majority (86%) of the relations examined are signalled, with a breakdown 
into 22% of the relations signalled by a DM and the remaining 78% of the relations indicated by 
other types of signals. Furthermore, relations such as Conditions, Contrast and List are most 
frequently signalled by a DM, while relations such as Background, Elaboration and Summary are 
rarely or never signalled by a DM. DM-wise, and, but and if are the most frequently used DMs, 
while DMs such as as a result, despite and thus are rarely or never used for signalling a coherence 
relation.  

Keywords: coherence relations, discourse markers, explicit relations, implicit 
relations, RST, corpus study 
 

Introduction 
A discourse is not merely a collection of random utterances. Rather, the 
components of a discourse are connected to each other in a meaningful way. 
Coherence relations refer to the types of semantic or pragmatic connections that 
bind one discourse component to another. For example, in the following text, 
 
(1) John could not go to the party. He was busy with his work. 
 
there are two parts: (i) John could not go to the party and (ii) He was busy with his 
work. These parts are connected to each other by a causal relation: John’s inability 
to go to the party is caused by the fact that he was doing his work.  
 
Coherence relations are often signalled by discourse markers (DMs). DMs are 
lexical expressions (such as although, because, since and thus) which belong to 
different syntactic classes, such as conjunctions, adverbials, and prepositional 
phrases. DMs are used to connect discourse components, and they signal the 
coherence relations that hold between them. For example, in the following text, 
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(2) The coach will drop the player from the team if he fails the fitness test. 
 
the discourse components are: (i) The coach will drop the player from the team 
and (ii) he fails the fitness test. These components are connected to each other by 
the DM if, and this DM signals a Condition relation that holds between these 
components.  
 
In the traditional discourse literature, DMs are considered to be the only type of 
signals in discourse. Consequently, coherence relations, based on the presence or 
absence of the DMs, are divided into two groups: explicit (also called signalled) 
and implicit (also called unsignalled) relations (Martin, 1992; Renkema, 2004; 
Taboada, 2009; Taboada & Mann, 2006). Explicit relations are those which are 
signalled by a DM. For instance, the relation in example (2) will be considered to 
be explicit since it is signalled by the DM if. Implicit relations, in contrast, are not 
signalled by DMs, and thereby, they remain unsignalled. For instance, consider 
the following text.  
 
(3) John is tall. Mary is short. 
 
In this text, the discourse components are two sentences, John is tall and Mary is 
short, respectively. These components are connected to each other by a Contrast 
relation. Traditionally, this relation will be considered to be an implicit relation 
since it does not contain a DM, or, it is not signalled by a DM. 
 
In this study, I question the validity of the traditional notion about the signalling 
of coherence relations, and test whether DMs are the only type of signals in 
discourse. Furthermore, I also evaluate the validity of the traditional classification 
of explicit and implicit relations which is based on the presence and absence of 
DMs. For this purpose, I investigate the role of DMs in signalling coherence 
relations, and examine how coherence relations are signalled by DMs. In 
particular, I examine issues such as exactly what types of relationship hold 
between relations and DMs, what relations are most (and also least) frequently 
signalled by DMs, what DMs are most (also least) frequently used in discourse, 
and finally, whether there are any relations which are signalled by other means in 
the absence of DMs. 
 
The paper is organized as follows: following the Introduction, I give a brief 
account of the previous studies on the signalling of coherence relations by DMs. 
Then, I describe the methodology of the present study. Next, I provide the 
experimental results followed by the discussion. Finally, I summarize the paper, 
and provide the conclusion. 
 

Previous Studies 
DMs are generally considered to be the most important type of signals in 
discourse, and accordingly, DMs, among the various types of signals, have been 
the centre of research on the signalling of relations for a long time (Taboada & 
Mann, 2006).  
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The role of DMs in discourse organization has been investigated in many studies 
in computational linguistics, and more specifically, the knowledge of DMs is most 
widely used in discourse parsing. In discourse parsing, the discourse structure of a 
given text is determined by identifying the relationships that hold between the 
components of that text. Since DMs are the most prominent signals of coherence 
relations, they are frequently used by many discourse parsing applications to 
identify the relations as well as to determine the structure of discourse (da Cunha 
et al., 2012; Forbes et al., 2001; Hernault et al., 2011; Hernault et al., 2010; Le 
Thanh, 2007; Marcu, 2000; Mithun & Kosseim, 2011; Pardo & Nunes, 2008; 
Schilder, 2002; Subba & Eugenio, 2009).  
 
It is also important to note that while coherence relations are often signalled by a 
DM, the correlation between DMs and the relations they signal is not one-to-one; 
but in the majority of cases, it is one-to-many. For instance, while a single relation 
can well be signalled by a number of DMs (e.g., Condition is signalled by a 
number of DMs, such as if, unless, given and since), a single DM can also indicate 
a number of relations (e.g., the DM ‘but’ is used to indicate a number of relations, 
such as Circumstance, Concession and Elaboration). As a result, the information 
solely based on the list of DMs indicative of particular relations often proves to be 
insufficient for determining relations in unseen texts. As a solution to this 
problem, discourse parsing systems often rely on different criteria or heuristics in 
order to specify the accurate relationship between relations and DMs in a more 
straightforward way. For instance, Marcu (2000) imposes specific conditions 
upon the usage of DMs, and Pardo and Nunes (2008) employs different templates 
based on the information of the distribution of DMs. 
 
In the present study, I also adopt a data-driven approach as I examine the 
relationship between coherence relations and DMs in the context of a corpus 
analysis. 
 

Theoretical Framework: RST 
I used Rhetorical Structure Theory or RST as the theoretical framework of this 
study. RST is a functional theory of text organization. It describes what parts a 
text is made of, what kind of relationships exists between these parts, and how 
parts in a text are organized with respect to each other in order to constitute a 
coherent piece of discourse. RST was developed by William Mann, Christian 
Matthiessen and Sandra Thompson in the 1980s. The theory was originally 
developed as part of research on computational text generation; however, the use 
of RST has not been restricted to this particular area alone, and it has been used 
later in various other applications as well. 
 
Text organization in RST is primarily described in terms of relations that hold 
between two (or sometimes more) non-overlapping text spans. These spans 
include nucleus, referring to the central or the most important span, and satellite, 
referring to the peripheral or the secondary span. In cases where each span is 
equally important, they are considered to be the nuclei, and the relation is 
multinuclear. Clauses are considered to be basic discourse units, and they enter 
into coherence relations with each other in a recursive manner.  
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Relations are mainly defined in terms of Effect, the intention of the writer or 
speaker in presenting their discourse. The relation inventory in RST is an open 
set, and the most common relations include Cause, Concession, Condition, 
Elaboration, Result and Summary. 
 
In Figure 1, I provide an RST analysis of a text (file no. 650) taken from the RST 
Discourse Treebank. 
 

 
 

Figure 1:  Graphical Representation of an RST Analysis 

 
The RST analysis shows that the text comprises five spans which are represented 
in the diagram (in Figure 1) by the numbers, 1, 2, 3, 4, and 5, respectively. In the 
diagram, the arrowheads point to the nuclei and the spans with the tail of an arrow 
are called the satellites. Span 3 (nucleus) and span 4 (nucleus) are in a 
multinuclear List relation, and together they make the combined span 3-4. Span 2 
(satellite) is connected to span 3-4 (nucleus) by an Attribution relation, and 
together they make the combined span 2-4. A multinuclear List relation holds 
between spans 2-4 (nucleus) and 5 (nucleus), and together they make the 
combined span 2-5. Finally, span 2-5 (satellite) is connected to span 1 (nucleus) 
by an Elaboration (more specifically, Elaboration-addition) relation.  
 

Methodology 
In order to investigate the signalling mechanisms of coherence relations, I 
conducted a corpus study which comprises a sequence of different tasks: (i) I 
selected an existing corpus already annotated for coherence relations, (ii) 
examined each and every relation in that corpus, (iii) identified the signals 
involved to indicate those relations, and (iv) added to those relations a new layer 
of annotation of signalling information. In addition, the relations signalled 
specifically by a DM were identified, extracted and analyzed. 

Corpus 

I selected the RST Discourse Treebank (Carlson et al., 2002) as my source corpus. 
The RST Discourse Treebank contains a collection of 385 Wall Street Journal 
articles (representing over 176,000 words of text) selected from the Penn 
Treebank (Marcus et al., 1993). The texts of these articles are annotated for 
rhetorical (or coherence) relations. The corpus is distributed by the Linguistic 
Data Consortium (LDC), from which the corpus can be downloaded (for a fee). 
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Clauses are generally considered to be the elementary discourse units in the RST 
corpus, although there are a few exceptions. The theoretical foundation of the 
RST corpus is Rhetorical Structure Theory, and the annotations in the corpus are 
based on a large set of 16 major relation groups which are further divided into 78 
RST relations.  
 
The motivation for selecting the RST corpus is two-fold. First, the choice of the 
RST corpus is at par with the theoretical framework of the present study. I chose 
to use RST as the theoretical framework for this study, and the RST corpus, as it 
is already mentioned, is also annotated (for coherence relations) based on RST. 
Second, in this study I attempt to examine the signalling of relations by DMs at 
different levels of discourse, and the RST corpus, unlike many other available 
corpora such as the Penn Discourse Treebank (Prasad et al., 2008), provides 
annotations not only for the local level relations (between elementary discourse 
units) but also for the global level relations (between units larger than elementary 
discourse units).  

Procedure 

I examined 40 articles from the RST Discourse Treebank which is approximately 
one-tenth of the 385 articles present in the corpus. The texts in these articles 
contain 1,304 coherence relations. I examined manually each of those relations, 
and identified the signals used to mark those relations.  
 
For visualizing the discourse structure of a text, I used an existing tool, called the 
RST Tool (O'Donnell, 1997), to open the corresponding RST file in the corpus. 
The RST Tool provides a graphical representation of the annotated RST files in 
the form of tree-diagrams. Next, I identified the signal(s) that potentially 
indicate(s) the corresponding relation. For identifying the relations signalled by 
DMs, I mainly followed Fraser’s (1999; 2006; 2009) definition of DMs, that is, 
DMs constitute a functional class of lexical expressions drawn from different 
syntactic classes, such as conjunctions, adverbials and prepositional phrases. In 
addition, they connect discourse segments, and signal a semantic or pragmatic 
relationship between them.  
 
Beyond DMs, I also found other classes of cues that have been mentioned in 
previous studies, or that I identified in the present corpus work. The classification 
has a top-level breakdown into morphological, syntactic, semantic, entity, lexical, 
genre and graphical features, plus heuristics specific to each relation. I started my 
annotation by consulting previous studies for indication of what signalling devices 
other than DMs have been found in corpora (Bateman et al., 2001; Corston-
Oliver, 1998; Dale, 1991a, 1991b; Halliday & Hasan, 1976; Knott, 1996; Knott & 
Dale, 1994; Lapata & Lascarides, 2004; Le Thanh, 2007; Lin et al., 2009; Louis et 
al., 2010; Marcu, 1999, 2000; Pardo & Nunes, 2008; Pitler et al., 2009; Polanyi et 
al., 2004; Prasad et al., 2010; Scott & de Souza, 1990; Sporleder & Lascarides, 
2005, 2008; Theijssen, 2007; Theijssen et al., 2008). When confronted with a new 
instance of a particular type of relation, I consulted the signals found from 
previous studies, and tried to search from there appropriate signal(s) that could 
best function as the indicator for that relation instance. If my search led me to 
assigning an appropriate signal (or more than one signal) to the relation, I 
considered myself successful in identifying the signal(s) for that relation. If there 
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was no appropriate match, then I examined the context (comprising the spans) of 
the actual relation instance, and intuitively tried to discover a new signal that was 
actually present in the context spans to signal that relation.  

Coding 

In the coding task, I provided annotations for signals of coherence relations, or in 
other words, I added signalling information to the existing relations from the RST 
corpus. For this purpose, I extracted the signals identified, and documented them 
along with the relevant information about the relation in question, the document 
number (to which the relation belongs), the status of the spans (i.e., nucleus or 
satellite), and the span numbers (i.e., the location of the spans in the text). I 
annotated the signalling information in a separate Excel file, since the RST Tool 
does not allow multiple levels of annotation. The Excel file represents two 
different levels of annotations: (i) the annotation of the relations signalled by a 
DM, and (ii) the annotations of the relations indicated by other signals in the 
absence of a DM.  
 

Results and Discussion 

Among the 1,304 relations examined, the distribution of signalled relations 
(indicated either by a DM or by some other signal) and unsignalled relations (not 
indicated by any signal) is provided in Table 1. 
 

Relation Type Tokens Percentage Total
Relations signalled (by DMs or other signals) 1,127 86.43%  

1,304Relations not signalled (by any signals) 177 13.57% 

Table 1: Distribution of signalled and unsignalled relations 

The results show that 1,127 relations (86.43%), out of all the 1,304 relations, are 
indicated, either by a DM or with the help of some other signal. On the other 
hand, no significant signals are found for the remaining 177 relations (13.57%). 
 
Among the 1,127 signalled relations, the basic distribution of the relations 
signalled by a DM and the relations indicated by other signal(s) is provided in 
Table 2. 
 

 
Relation Type 

 
Tokens

Tokens of Overlapping 
Relations 

 
Percentage 

 
Total

Relations signalled by a DM 251 2 (2 instances of List 
relation) 

22.27%  
1,127Relations indicated by other signals 878 77.91% 

Table 2: Distribution of relations signalled by a DM and of relations indicated by other signals 

Among the 1,127 signalled relations, DMs are used to signal 251 relations 
(22.27% of the signalled relations), while 878 relations (77.91% of the signalled 
relations) are marked with the help of some other signal in the absence of a DM. 
In addition, there are two instances of List relation which are indicated by both a 
DM and some other signal. This is because these relations are multinuclear, 
consisting of three or four nuclei, and it is found that while a nucleus is connected 
to another nucleus by a DM, a third nucleus is related to any of the two former 
nuclei (in case of a tri-nuclei relation), or to a fourth nuclei (in case of a tetra-
nuclei relation) by means of some other signal. 
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In the corpus analysis, 22.27% of the signalled relations, and 19.25% of all the 
relations (251 out of 1,304 relations) are indicated by DMs. This measure is much 
lower than the results documented in many previous studies on the signalling of 
relations by DMs. For instance, Taboada (2006) shows that, in smaller corpora, 
31% of the relations in conversation and 43% of the relations in newspaper 
articles are signalled by DMs. In the PDTB, 45.47% relations are shown to be 
explicit, or are signalled by a DM (Prasad et al., 2007). Renkema (2009) states 
that in the standard RST corpus (Carlson et al., 2002), 28% of the relations 
contain DMs. One possible reason for the lower score in the present experiment 
could be that I used a fairly strict definition of DMs, and the criteria I used for 
considering an expression to be a DM excludes many expressions which are 
treated as DMs elsewhere. For instance, I did not consider expressions such as at 
the same time, for the simple reason, and in other respects to be the examples of 
DMs, but considered them to be indicative phrases of lexical type of signal; 
however, these expressions are included within the class of DMs in other studies 
such as in Knott (1996). 
 
The relative distribution of relations with respect to whether they are indicated by 
a DM, by some other signal, or whether they are unsignalled is provided in Table 
3. 
 
No. Relation 

Group 
Relation # relations 

signalled by DMs
# relation 

indicated by 
other signals 

# relations 
not signalled 

Total 

1. Attribution Attribution 0 228 3 231 
Attribution-negative 0 0 0 0 

2. Background Background 2 8 6 16 
Circumstance 21 9 9 39 

3. Cause Cause 2 1 1 4 
Result 3 0 0 3 
Consequence 14 1 12 27 

4. Comparison Comparison 5 9 4 18 
Preference 0 0 0 0 
Analogy 0 0 0 0 
Proportion 0 0 0 0 

5. Condition Condition 15 1 1 17 
Hypothetical 1 1 0 2 
Contingency 0 0 0 0 
Otherwise 0 0 0 0 

6. Contrast Contrast 19 2 2 23 
Concession 13 0 1 14 
Antithesis 25 1 4 30 

7. Elaboration Elaboration-
additional 

23 238 41 302 

Elaboration-general-
specific 

1 16 4 21 

Elaboration-part-
whole 

0 0 0 0 

Elaboration-process-
step 

0 0 0 0 

Elaboration-object-
attribute 

4 179 3 186 

Elaboration-set-
member 

0 6 1 7 

Example 3 6 8 17 

Definition 0 2 0 2 

8. Enablement Purpose 0 39 0 39 
Enablement 0 0 0 0 

9. Evaluation Evaluation 1 3 1 5 
Interpretation 1 0 9 10 
Conclusion 0 0 0 0 
Comment 0 0 9 9 
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10. Explanation Evidence 0 3 8 11 
Explanation-
argumentative 

6 1 23 30 

Reason 12 1 4 17 
11. Joint List 50 27 6 83 

Disjunction 3 0 0 3 
12. Manner-

Means 
Manner 3 0 0 3 

Means 1 4 0 5 

13. Topic-
Comment 

Problem-solution 2 2 2 6 
Question-answer 0 0 0 0 
Statement-response 0 2 0 2 
Topic-comment 1 0 0 1 
Comment-topic 0 0 0 0 
Rhetorical-question 0 0 0 0 

14. Summary Summary 0 0 8 8 
Restatement 0 9 0 9 

15. Temporal Temporal-before 3 0 0 3 
Temporal-after 7 1 0 8 
Temporal-same-time 3 1 0 4 
Sequence 5 0 0 5 
Inverted-sequence 0 0 0 0 

16. Topic-Change Topic-shift 0 0 4 4 

Topic-drift 0 0 0 0 

17. Same-Unit Same-unit 2 76 3 81 
18. Span Span 0 0 0 0 
19. Textual 

Organization 
Textual organization 0 1 0 1 

 Total 251 
(19.25%) 

878 
(67.33%) 

177 
(13.57%)  

1,3061 

Table 3: Distribution of relations indicated by a DM, of relations indicated by some other signal, 
and of unsignalled relations 
 
The distribution in Table 3 shows that almost every group of relations is more or 
less marked either by a DM or by some other signal. In particular, it is found that 
relation groups such as Attribution, Elaboration, Enablement and Joint are most 
frequently marked, either by a DM or by some other signal. On the other hand, 
there is only one group, Evaluation, which is rarely marked by any signal. 
 
Among the signalled relations, it is found that DMs are most frequently used to 
signal individual relations such as Circumstance, Result, Consequence, Condition, 
Concession, Contrast, Antithesis, Reason and List. In contrast, individual relations 
such as Attribution, Background, Comparison, Elaboration-additional, 
Elaboration-general-specific, Elaboration-object-attribute, Example and Purpose 
are rarely or never signalled by a DM. These findings are also parallel to the 
results presented by Taboada (2006) who shows that relations such as Concession, 
Circumstance and Result are most frequently signalled (by a DM), while 
Background, Elaboration and Summary are rarely signalled (by a DM). 
 
For the 251 instances of relations signalled by a DM, I have found 58 different 
DMs. Examples of some of these DMs include after, although, and, as, as a 
result, because, before, despite, for example, however, if, in addition, moreover, 
or, since, so, thus, unless, when and yet. I have provided an exhaustive list of the 
extracted DMs in Table 4. 
 
 

                                                 
1 The total is actually 1,304, but two relations are counted twice, since there are two instances of 
List relation which are indicated by DMs and other signals at the same time.  
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No. DM No. DM No. DM No. DM 
1. (largely) because 16. Despite 31. More provocatively 46. Though 
2. (simply) because 17. Even before 32. Moreover 47. Thus 
3. After 18. Even though 33. Now 48. Unless 
4. Although 19. Even when 34. Once 49. Until 
5. And 20. Except when 35. Or 50. Until recently
6. And after 21. For example 36. Previously 51. When 
7. As 22. Further 37. Rather 52. Where 
8. As a result 23. However 38. Recently 53. Whereby 
9. As a result of 24. If 39. Since 54. Whether 
10. As well as 25. In addition 40. Since… Now 55. While 
11. Because 26. In addition to 41. So 56. With 
12. Because of 27. In case 42. So far 57. Without 
13. Before 28. Indeed 43. So that 58. Yet 
14. But 29. Instead 44. Still  
15. But now 30. Meanwhile 45. Thereafter 

Table 4:  List of DMs extracted in the corpus study 
 
 
The relation-wise distribution of different DMs shows that a significant number of 
relation groups are frequently signalled by a wide variety of DMs. These groups 
include Background, Cause, Condition, Contrast, Explanation, Joint, and 
Temporal relations. In Table 52, I have provided the distribution of the most 
frequently occurring DMs with respect to each of these relation groups (also 
significant specific relations) which are signalled by them. 
 
Common Relation Group Common Relation Most Frequently Occurring DMs 
Background (23) Circumstance (21) when (5), as (4), with (3), 
Cause (19) Consequence (14) and (6) 
Condition (16) Condition (15) if (11), unless (2) 
 
Contrast (57) 

Contrast (19) but (11), however (3) 
Concession (13) while (3), but (2), though (2) 
Antithesis (25) but (11), although (3), however (3) 

Explanation (18) Reason (12) and (4), because (4), because of (3) 
Joint (53) Disjunction (3) or (3) 

List (50) and (44), in addition (2), moreover (2) 
 
Temporal (18) 

Sequence (5) and (4) 
Temporal-after (7) since (3), after (2) 
Temporal-before (3) before (3) 

Table 5: Distribution of most frequently occurring DMs with respect to most common relations 
signalled by them 
 
The relation-wise distribution of different DMs (shown in Table 5) shows what 
DMs are most frequently used to convey a particular relation, and how frequently 
they are used for signalling that relation. For instance, List relations are most 
frequently signalled by and, in addition, and moreover. In addition, out of the 50 
instances of List relation, the DMs and, in addition and moreover are used 44 
(88%), 2 (4%), and 2 (4%) times, respectively. 
 
In an alternate combination, I have provided in Table 6 the distribution of the 
most common relations with respect to the most frequently occurring DMs which 
are used to signal them. 
                                                 
2 Conventions for Table 5 (and Table 6): The numerical value within parentheses followed by a 
relation/relation group refers to the number of instances the relation/relation group is signalled by 
a DM. On the other hand, the numerical value within parentheses followed by a DM refers to the 
number it is used to signal the corresponding relation (in the same row). 
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Frequently Occurring DM Common Relation Group Common Relation(s) 
although (5) Contrast (5) Antithesis (3) 
 
 
and (70) 

Cause (7) Consequence (6) 
Elaboration (8) Elaboration-additional (8) 
Joint (44) List (44) 
Explanation (4) Reason (4) 
Temporal (4) Sequence (4) 

as (8) Background (4) Circumstance (4) 
Elaboration (2) Elaboration-additional (2) 

because (8) Cause (2) Consequence (2) 
 Explanation (6) Explanation-argumentative (2) 

Reason (4) 
because of (6) Explanation (4) Reason (3) 
before (4) Temporal Temporal-before (3) 
 
but (35) 

Contrast (25) Antithesis (11) 
Concession (3) 
Contrast (11) 

Elaboration (6) Elaboration-additional (6) 
however (9) Contrast (6) Antithesis (3) 

Contrast (3) 
if (13) Condition (11) Condition (11) 
since (5) Temporal (3) Temporal-after (3) 
when (10) Background (5) Circumstance (5) 
while (8) Comparison (3) Comparison (3) 

Contrast (4) Concession (3) 
with (4) Background (3) Circumstance (3) 
without (6) Manner-Means Manner (3) 

Table 6: Distribution of most common relations with respect to most frequently occurring DMs 
 
The DM-wise distribution of different relations (in Table 6) shows what relations 
are most frequently signalled by a particular DM, and how frequently they are 
signalled by that DM. For instance, the DM but is mostly frequently used to signal 
Contrast and Elaboration relation groups. In addition, out of the 35 instances of 
but, Contrast and Elaboration groups are signalled 25 (71%) and 6 (17%) times, 
respectively. 
 
The distribution of DMs in Table 5 implies that a particular set of DMs can be 
associated with a single relation which is most frequently signalled by them. 
Similarly, the distribution of relations in Table 6 implies that a particular set of 
relations can be associated with a DM which is most frequently used to signal 
those relations. However, I, at the same time, feel that these small-scale statistics 
produced by this corpus analysis are not sufficient to make any generalization 
about the relationship between a relation and a set of DMs, or between a DM and 
a set of relations. Rather, a statistical analysis which can potentially represent the 
aforementioned associations requires a large body of data. In fact, one important 
future development of this study can be re-doing the same experiment with a 
larger amount of the same type of data, for example, the entire RST corpus. The 
increase of the data size will definitely provide an opportunity to extract much 
larger number as well as wider variety of representative samples, and in this way, 
more conclusive generalizations about the association between relations and their 
signalling DMs can be drawn. 
 
One of the objectives of this study was to examine whether DMs are the only 
signals of coherence relations in discourse. The findings from the present study 
suggest that this is, in fact, not the case. The results show that only 19.25% of the 
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relations in the corpus are signalled by a DM while the rest of the relations do not 
contain any DMs. This suggests that although DMs may constitute the most 
straightforward type of signals, they are used to indicate only a small fraction of 
relations in discourse. In contrast, results show that 67.33% of the relations in the 
corpus are indicated by other signals. This has two important implications. First, 
coherence relations in a discourse, in general, are signalled (either by DMs or by 
other signals). Second, relations, in the absence of DMs, are indicated by other 
signals in the majority of cases. For instance, consider the text provided earlier in 
example (3) in the Introduction once again. 
 
(4) John is tall. Mary is short. 
 
There is a Contrast relation holding between the text components, but the relations 
is not signaled by a DM. Instead, the relation is indicated by two types of other 
signals. One can notice that there is a parallel syntactic construction (i.e., Subject 
– Copular Verb – Adjective) which is shared by the two sentences (functioning as 
the discourse components). This syntactic signal is often used to indicate a 
Contrast relation. Furthermore, the relation is also indicated by the words tall and 
short in the respective sentences. These words are antonyms, and this particular 
meaning relationship is also a good marker of Contrast relations. In this way, we 
can see that the knowledge of signals other than DMs can be beneficial for 
identifying coherence relations when no DM is present. In fact, another important 
future development of the present study can be a thorough investigation of the 
role of other signals in indicating coherence relations. 
 
The other objective of the present study was to evaluate the validity of the 
traditional distinction of explicit and implicit relations. According to the 
traditional discourse literature, the explicit relations are those which are signalled 
by DMs, and implicit relations are those which are not signalled by DMs. The 
present study shows that relations can be indicated by DMs as well as by other 
signals. One of the important characteristics of the signals (including DMs) of 
coherence relations is that they are all textual in nature. They are intrinsic to the 
texts which contain the relations, and one can infer or determine their identity 
with the help of linguistics knowledge. This implies that the signals of coherence 
relations are actually present in the discourse, and since they are textual or 
linguistic in nature, they must have some explicit manifestations. So, one 
reasonable suggestion in this case can be that the category explicit relations 
should not comprise only DMs but also other signals which have explicit presence 
in discourse. On the other hand, the category implicit can be defined in terms of 
the absence of any signal. 
 

Conclusion 
In this study, I investigated the signalling of coherence relations by DMs, and 
examined the relationship between coherence relations and DMs. I found out that 
around 20% of the relations present in a corpus are signalled by DMs, while the 
remaining 80% of the relations are not signalled by them. Relation-wise, DMs are 
most frequently used to signal relations such as Condition, Contrast and List, 
while relations such as Background, Elaboration and Summary are rarely or never 
signalled by DMs. With respect to DMs, and, but and if are the most frequently 
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used DMs, while DMs such as as a result, despite and thus are rarely or never 
used for signalling a coherence relation.  
 
I also found out that the majority of the relations (86%) present in a discourse are 
signalled. Most importantly, among the signalled relations, only a very small 
proportion of relations (22%) are signalled by DMs, while the majority of 
signalled relations (78%) are indicated by various other signals. This crucially 
points to the fact that the signalling of coherence relations is not confined to the 
use of DMs alone, and relations can well be indicated by other signals in the 
absence of DMs. Unfortunately, while research on the signalling of coherence 
relations has been restricted mainly to the study of DMs alone, the other signalling 
devices remain relatively understudied (Taboada, 2009). The present study 
suggests that investigation of other signals can itself be an avenue for future 
research on the signalling of relations.  
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