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Abstract—Acquisition cost is a crucial bottleneck for seismic

workflows, and low-rank formulations for data interpolation

allow practitioners to ‘fill in’ data volumes from critically

subsampled data acquired in the field. Tremendous size of seismic

data volumes required for seismic processing remains a major

challenge for these techniques.

We propose a new approach to solve residual constrained

formulations for interpolation. We represent the data volume

using matrix factors, and build a block-coordinate algorithm

with constrained convex subproblems that are solved with a

primal-dual splitting scheme. The new approach is competitive

with state of the art level-set algorithms that interchange the

role of objectives with constraints. We use the new algorithm

to successfully interpolate a large scale 5D seismic data volume,

generated from the geologically complex synthetic 3D Compass

velocity model, where 80% of the data has been removed.

Index Terms—Matrix completion, nuclear-norm relaxation,

seismic data, seismic trace interpolation, alternating minimiza-

tion, primal-dual splitting.

I. INTRODUCTION

Seismic data interpolation is crucial for accurate inversion
and imaging procedures such as full-waveform inversion [32],
reverse-time migration [4], [25] and multiple removal methods
(SRME, EPSI) [31], [20]. Dense acquisition is prohibitively
expensive in these applications, motivating reduction in seis-
mic measurements. To show the scale of dense seismic data
acquisition, we plot the synthetic 5D seismic data volume
in Figure 1 at three levels of granularity. Note that, the
details about this particular 5D seismic data are given in the
experimental section. We are plotting seismic data volume
in the canonical organization, where rows and columns of
Figure 1 (a) represents (receiver-x, receiver-y) and (source-x,
source-y) coordinates, respectively. This organization shows
how we acquire seismic data in the field.

While subsampling reduces the acquisition cost, using sub-
sampled sources and receivers without interpolation gives
unwanted imaging artifacts. A range of trace interpolation
methodologies have been proposed, exploiting low dimen-
sional structure of seismic data, including sparsity ([14], [23])
and low-rank ([1], [18], [24], [29], [33]), and with theoretical
guarantees for low-rank matrix recovery available in a range
of contexts ([11], [26]). The main goal is to simultaneously

Fig. 1. To show the scale of the fully sampled 5D seismic data volume,
we use three levels of granularity. (a) The first step shows a single 4D time-
slice, consisting 101⇥ 101⇥ 40⇥ 40 iso-time samples, from the 5D tensor,
where we use (s

x

, s
y

) matricization of the 4D tensor to display it as a matrix.
The seismic data volume have 1024 time-slices. (b) In the second step, we
extract one common-receiver gather at black box location from (a) where
each common-receiver gather consists of 1024 ⇥ 101 ⇥ 101 samples. (c)
In the final step, for detailed visualization we extract 2D slices (marked with
orange color) from (b) and unfold them along the source-axis. Interpolation is
performed on the entire data volume, comprising multiple 4D monochromatic
slices, each of containing 101⇥ 101⇥ 40⇥ 40 samples.

sample and compress a signal using optimization to replace
dense acquisition, thus enabling a range of applications in
seismic data processing at a fraction of the cost.

Low-rank matrix completion techniques ([7], [6]) have been
successfully applied to seismic trace interpolation. Here we
focus on residual-constrained formulations, which minimize
a regularizer subject to a constraint on the data misfit. This
formulation is particularly appealing when practitioners have
an estimate of the noise floor [30], [1].

In [1], the authors combine explicit low-rank factoriza-
tion ([26], [28]) with level-set optimization techniques ([30],
[3], [2]), and apply the resulting approach to seismic data
interpolation in the midpoint-offset domain. A recent exten-
sion [22] includes seismic data sampled on unstructured grids,
with recovery error bounds provided for the methodology.

Here, we develop a competitive optimization scheme based
on alternating minimization for factorized formulations. The
alternating approach in our context yields convex residual-
constrained subproblems, which we solve using primal-dual
splitting techniques of [8]. The resulting scheme is simple,
and can be applied to extremely large-scale problems.

The paper proceeds as follows. In Section III, we formulate
seismic data interpolation as a low-rank optimization problem,
highlighting the transform domain that makes low-rank tech-


