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Background and purpose
A behavioral intervention is a program aimed at modifying behavior for the purpose of treating or preventing disease, promoting health, and/or enhancing well-being. Many behavioral interventions are dynamic treatment regimens, that is, sequential, individualized multicomponent interventions in which the intensity and/or type of treatment is varied in response to the needs and progress of the individual participant. The multiphase optimization strategy (MOST) is a comprehensive framework for development, optimization, and evaluation of behavioral interventions, including dynamic treatment regimens. The objective of optimization is to make dynamic treatment regimens more effective, efficient, scalable, and sustainable. An important tool for optimization of dynamic treatment regimens is the sequential, multiple assignment, randomized trial (SMART). The purpose of this article is to discuss how to develop optimized dynamic treatment regimens within the MOST framework.

Methods and results
The article discusses the preparation, optimization, and evaluation phases of MOST. It is shown how MOST can be used to develop a dynamic treatment regimen to meet a prespecified optimization criterion. The SMART is an efficient experimental design for gathering the information needed to optimize a dynamic treatment regimen within MOST. One signature feature of the SMART is that randomization takes place at more than one point in time.

Conclusion
MOST and SMART can be used to develop optimized dynamic treatment regimens that will have a greater public health impact. Clinical Trials 2014; 11: 426–434. http://ctj.sagepub.com

Background and purpose
A behavioral intervention is a program aimed at modifying behavior for the purpose of treating or preventing disease, promoting health, and/or enhancing well-being. More than 800,000 deaths each year in the United States alone are directly attributable to behavioral factors such as smoking, excessive alcohol use, drug use, risky sex, poor eating habits, and physical inactivity. Interventions that effectively modify these behaviors have the potential to save many lives.

One type of behavioral intervention, the dynamic treatment regimen, may be particularly useful in the treatment of chronic and relapsing disorders, disorders for which there is wide treatment effect heterogeneity, or disorders for which there is an array of effective treatments, some of which may be costly or burdensome. A dynamic treatment regimen is a sequential, individualized, multicomponent intervention in which the intensity or type of treatment is varied in response to the evolving needs and
progress of the individual participant. Dynamic treatment regimens are a special case of adaptive interventions [1] in which there are multiple decision points over time. Dynamic treatment regimens are also called adaptive treatment strategies [2, 3], stepped care [4], multistage treatment strategies [5], and treatment policies [6].

As a concrete example of a dynamic treatment regimen, consider the treatment of young adults (ages 18–25) who are at-risk drinkers in a college or workplace setting. At-risk drinkers exhibit a pattern of alcohol consumption (i.e., 4 or 5 drinks in one occasion for females or males, respectively) that places them at risk for adverse health events and consequences, such as alcohol use disorders, unintentional injuries, and motor vehicle accidents [7, 8]. Brief treatments to correct misperceived norms about drinking using approaches such as personalized normative feedback [9, 10] have been shown to reduce alcohol consumption [9, 11]. However, some young adults might require more intensive intervention. The following example dynamic treatment regimen aimed at young adult at-risk drinkers seeks to address this type of heterogeneity: Offer a brief online personalized normative feedback intervention, and after 3 months, assess at-risk drinking. If the young adult is again identified as an at-risk drinker (i.e., a non-responder), then offer more intensive online personalized normative feedback. Otherwise, if the young adult is no longer at risk (i.e., a responder), then discontinue brief intervention and continue to monitor drinking.

A dynamic treatment regimen is composed of four main components: (1) decision points, time points when treatment decisions must be made; (2) tailoring variables, person information used to make decisions; (3) intervention options, the type or dose/intensity/duration of the treatment; and (4) decision rules linking the tailoring variables to intervention options at decision points. In the example dynamic treatment regimen above, there was a decision point immediately after identifying the young adult as an at-risk drinker, and another 3 months later. The tailoring variable in this example was whether or not the young adult continued to be identified as an at-risk drinker at 3 months. The intervention option at the first decision point was personalized normative feedback. At month 3, there were two intervention options: discontinue treatment or provide more intensive personalized normative feedback. The decision rules were (1) initially offer personalized normative feedback for all young adults who are at-risk drinkers, and (2) for continued at-risk drinkers, intensify personalized normative feedback; for all others, discontinue intervention. Dynamic treatment regimens are considered multicomponent interventions because the decision point, the decision rule, the treatment option, and the tailoring variable are separable components.

A treatment package method has been the standard for developing multicomponent behavioral interventions, including dynamic treatment regimens. In this method, the intervention components are assembled into a treatment package, which is compared to a suitable control group in a randomized controlled trial (RCT). For instance, an investigator might first assemble a dynamic treatment regimen such as the example given above, based on the investigator’s expertise, study staff consensus, and a careful consultation of the available literature and conceptual/theoretical models. An RCT would then be used to compare this dynamic treatment regimen against a suitable control group.

The RCT is unarguably the best tool available for evaluating a previously constructed intervention versus a suitable control group. In our view, however, it should be recognized that the RCT’s intended purpose is to evaluate the performance of a treatment package as a whole, not to provide a window through which the performance of the components making up a treatment package can be investigated or understood. For this reason, sole reliance on the treatment package method and the RCT is insufficient to move behavioral intervention science forward quickly and in a way that manages study/research resources most effectively.

Many questions arise in development of a dynamic treatment regimen, such as the following: Which of the components are having the desired effect, and which can be discarded? Which first- or second-stage treatment components are best? Which work well together at each stage or in sequence? How might treatments best be timed or sequenced? What baseline and time-varying variables can be used as tailoring variables? How might treatment dosage or approach best be changed over time to meet the changing needs of participants and produce the best outcome? The answers to questions such as these hold the key not only to developing optimized dynamic treatment regimens that achieve a high degree of effectiveness without wasting time, money, and other resources but also to developing a coherent and integrated basis of scientific knowledge about what does and does not work, when, and for whom.

As an alternative to sole reliance on the treatment package method, we suggest an engineering-inspired framework called the multiphase optimization strategy (MOST). In this framework, behavioral interventions are optimized before they are brought to an RCT for evaluation. The objective of optimization is to make a behavioral intervention more effective, efficient, scalable, and/or sustainable. Optimization is based on empirical data, typically gathered by randomized experimentation. Previous articles discussing optimization of fixed (i.e., not dynamic) treatments using MOST [12–14], have shown that a
factorial experiment is often the most efficient experimental design for obtaining the information necessary for optimization. Optimization of a dynamic treatment regimen requires identifying the best set of decision points, decision rules, treatment options, and tailoring variables. Here, a special case of the factorial experiment, the sequential, multiple assignment, randomized trial (SMART), is usually most appropriate and efficient.

The purpose of this article is to discuss how to develop optimized dynamic treatment regimens using the MOST framework. In the next section, we provide a brief overview of MOST. This is followed by a hypothetical case study of intervention optimization using a SMART and a brief discussion of how the use of MOST and SMARTs can help move intervention science forward.

### Methods and results

#### Brief introduction to the MOST framework

MOST is a comprehensive framework for optimizing and evaluating multicomponent behavioral interventions. Here, the definition of optimization is ‘the process of finding the best possible ... subject to given constraints’. [15] Intervention optimization involves selecting intervention components and component levels so as to assemble the most effective intervention, subject to realistic and clearly articulated constraints on resources required to implement the intervention.

As Table 1 shows, MOST consists of three phases. (The phases have been reorganized and relabeled since previous literature.) In the first phase, preparation, the groundwork is laid for intervention optimization. Here, information drawn from prior theoretical and empirical literature, clinical experience, data analyses, and any other sources are integrated into a theoretical model. This model guides the selection of intervention components to examine and the key scientific questions to be addressed in the next phase. Any necessary pilot testing of these intervention components is done in the preparation phase.

A critical part of the preparation phase is identifying and operationalizing the intervention optimization criterion. This is a definition of the end product to be achieved by optimization. The intervention optimization criterion includes both the ideal and the constraints. One straightforward intervention optimization criterion is simply the ‘most effective intervention that can be achieved’. Like all intervention optimization criteria, this includes the implicit constraint ‘given the components currently under examination’. Other constraints on cost, time, cognitive burden, and so on must be explicitly identified if they are to be considered. For example, one project funded by the National Institute of Diabetes and Digestive and Kidney Diseases (B. Spring and L. Collins, co-principal investigators (PIs)) is using MOST to develop the most effective weight reduction intervention that can be implemented for US$500 per person or less.

#### Table 1. Phases of the multiphase optimization strategy (MOST)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Objective</th>
<th>Examples of activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preparation</td>
<td>Lay groundwork for optimization</td>
<td>Gather information to inform theoretical model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review prior research literature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Review clinical experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Analyze data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gather information from other sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Derive theoretical model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Select intervention components to examine based on theoretical model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conduct pilot/feasibility research</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identify and operationalize intervention optimization criterion</td>
</tr>
<tr>
<td>Optimization</td>
<td>Form a treatment package meeting the intervention optimization criterion</td>
<td>Randomized experimentation (e.g., SMART) to investigate effects of intervention components</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data analysis, including selected secondary analyses of experimental data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Select set of components/component levels to meet optimization criterion</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Evaluate whether optimized treatment package has a statistically significant effect</td>
<td>Experimentation to compare treatment packages directly</td>
</tr>
</tbody>
</table>

SMART: sequential, multiple assignment, randomized trial.
In the next phase, *optimization*, the investigator gathers the information necessary to decide which set of components meets the optimization criterion, typically by means of a randomized experiment designed both to be highly efficient and to provide information about individual and combined component effects. The results from this experiment, possibly augmented by secondary data analyses, form the basis for making decisions about component selection and formation of the optimized intervention.

Next is the *evaluation* phase, in which a standard RCT is used to determine whether the optimized intervention has a clinically and statistically significant effect. Of course, if the results of the optimization phase indicate that no combination of the components under consideration is likely to achieve a statistically or clinically significant effect, it would not make sense to move to the evaluation phase. In this case, the intervention scientist would return to the preparation phase, integrate the information obtained in the optimization phase about which components were effective and which were not, possibly revise the theoretical model, and select a new set of intervention components for examination.

MOST rests on two basic principles. The resource management principle states that the experimentation conducted in MOST must make the most efficient use of available resources to obtain the greatest scientific yield. The continuous optimization principle states that optimization is a process rather than an end point. Thus, optimization is never finished as long as further improvement is possible.

**SMART in the context of MOST: Building an optimized dynamic treatment regimen**

Suppose an intervention scientist is interested in developing an optimized, two-stage, web-based dynamic treatment regimen to reduce risky drinking among young adults, and to address three questions that are critical for the development of this optimized intervention. The first question is whether the best first-stage treatment for young adults who engage in risky drinking is personalized normative feedback or stress management training. The second question is whether participants who respond to the first treatment should be offered a web-based booster session. The third question is whether non-responders to the first treatment should be offered a web-based booster session. The second stage is whether participants who responded satisfactorily to the initial treatment (transitioned to non-risky drinking patterns) or did not (maintained risky drinking patterns). Treatment responders were re-randomized to one of two levels of Factor 2, that is, to receive either a web-based booster session or no booster session. Non-responders were re-randomized to one of two levels of Factor 3, that is, either to receive more of the initial intervention modality or switch to the alternative. The outcome of primary interest is a 12-month follow-up assessment of the number of heavy drinking days in the past 30 days.

Figure 1 illustrates a SMART in which Factor 1 and Factor 2 are fully crossed, and Factor 1 and Factor 3 are fully crossed, but Factor 2 and Factor 3 are not crossed. This means that, for example, every combination of the levels of Factors 1 and 2 appear in the design, but there is no experimental condition in which participants are assigned to both Booster and...
Switch Treatment. This is because only responders could be re-randomized to the two second-stage treatments aimed at responders (i.e., to the two levels of Factor 2), and only non-responders could be re-randomized to the two second-stage treatments aimed at non-responders (i.e., to the two levels of Factor 3). This restriction occurs by design, because, for scientific or practical reasons, different subsequent treatments are under consideration for responders versus non-responders. In other words, this restriction occurs because response/non-response is a tailoring variable that is integrated into this SMART design – it is used to determine whether the participant will be re-randomized to the two levels of Factor 2 (if a responder), or to the two levels of Factor 3 (if a non-responder). A SMART design can be equivalent to a typical complete factorial experiment if there are no tailoring variables that are integrated in the design. For example, this might be the case if all participants were re-randomized to either more of the same treatment or switch treatments whether they responded or not (for more information, see Nahum-Shani et al. [20]).

A signature feature of SMARTs is that the intervention components under investigation, and therefore the randomization to different levels of intervention components, are provided at different time points. This is consistent with the overarching aim to develop a dynamic treatment regimen, which, as described above, consists of a sequence of treatments provided at different time points.

**The efficiency of SMART designs**

Any experimental design may be used in the optimization phase of MOST, as long as it makes the best and most efficient use of available resources to address the research questions at hand. One resource of primary concern to intervention scientists is research subjects. Let us compare the sample size requirements of a SMART to an alternative approach: conducting two separate experiments, with different subjects, corresponding to each of the two intervention stages. Suppose an investigator has resources to obtain 400 participants (for simplicity, we assume no attrition). In a SMART, one determinant of power for addressing scientific questions concerning the second-stage treatment is the proportion of responders to each first-stage treatment \( p_j \). To keep the comparison of the two approaches straightforward, we assume \( p_j = 0.5 \); we return to this issue below.

Consider first the SMART design in Figure 1. Here, 400 participants enter the study and \( 400 \times 0.5 = 200 \) respond to the initial treatment. These 200 responders are then randomly assigned to receive or not receive the booster (A, B, E, or F in Figure 1), and the 200 non-responders are randomly assigned to more of the same treatment or switch treatments (C, D, G, or H). The first question concerning the effect of the initial intervention will be addressed based on all \( N = 400 \) study participants by comparing the mean outcome for the participants who were offered

---

**Figure 1.** Schematic of hypothetical sequential, multiple assignment, randomized trial showing randomization at different time points.
stress management training \((A + B + C + D)\) to the mean outcome for those who were offered personalized normative feedback \((E + F + G + H)\). The second scientific question, concerning the effect of the booster session, will be addressed based on the 200 responders by comparing the mean outcomes for the responders who were assigned a booster session \((B + F)\) and those who were assigned no booster session \((A + E)\). Similarly, the third scientific question, concerning the second-stage treatment for non-responders, will be addressed based on the 200 non-responders, by comparing the mean outcomes for the non-responders who were assigned to the more of the same treatment option \((C + G)\) and those who were assigned to the switch treatments option \((D + H)\).

Now consider the alternative approach, in which instead of a SMART, an investigator who has access to \(N = 400\) will conduct two separate experiments. This approach has some conceptual disadvantages as compared to a SMART; for a discussion of this, see Lei et al. [21], Murphy et al. [22]. Half of the subjects (i.e., 200) will be allocated to Experiment 1 to investigate which of the two initial interventions is best overall, and the remaining subjects will be reserved for Experiment 2 to determine which subsequent treatment is best for responders and non-responders. Suppose based on Experiment 1 it is determined that stress management training is best. In Experiment 2, the 200 subjects who did not participate in Experiment 1 are provided with stress management training to determine their response status. Then, the responders in Experiment 2 are randomly assigned to receive or not to receive a booster, and the non-responders are randomly assigned to either the more of the same treatment or the switch treatments option.

The SMART and the separate-experiments approaches differ in the amount of power they provide. Assuming \(\alpha = 0.05\), small to moderate \((d = 0.4)\) effect sizes for all comparisons, a normal model, and \(P_j = 0.5\), the SMART will yield 98% power for detecting a difference between starting with personalized normative feedback versus with stress management training, 80% power for detecting a difference between the two second-stage treatments for non-responders, and 80% power for detecting a difference between the two second-stage treatments for responders. Power for the second and third comparisons is less than power for the initial comparison because the sample size available for these comparisons is smaller. By contrast, the separate-experiments approach will yield 80% power for detecting a difference between personalized normative feedback and stress management training, 50% power for detecting a difference between the second-stage treatments for responders, and 50% power for detecting a difference between the two second-stage treatments for non-responders. In the separate-experiments approach, subjects are used for a single effect estimate and then discarded; as a result, many fewer subjects are available for each one of the effect estimates, with a corresponding reduction in statistical power. The SMART provides more power because all \(N = 400\) participants are used to estimate the difference between personalized normative feedback and stress management training, and subsets of these same subjects are used again for each of the other two comparisons. This is an example of how factorial experiments make very economical use of research subjects by using data from the same subjects to estimate several effects, a property that has been referred to as ‘recycling’ of subjects by Collins et al. [17].

As mentioned above, power may be affected by \(P_j\). Suppose in the above example \(P_j = 0.7\) instead of \(P_j = 0.5\). In both the SMART and separate-experiments approach, this results in increased power for the booster versus no booster comparison (because there are more responders) and decreased power for the more of the same treatment versus switch treatments comparison, but no change in the personalized normative feedback versus stress management training comparison.

In any factorial experiment, main effects, by definition, compare outcomes by averaging over other factors in the experiment. Investigators may also be interested in how factors in the first and second stages interact with each other, which is a separate, and often important, question. In this case, investigators may want to compare individual dynamic treatment regimens. This possibility is discussed in the next section.

**Using SMARTs to compare embedded dynamic treatment regimens**

SMARTs may have numerous dynamic treatment regimens embedded within them. One example is the dynamic treatment regimen described in the ‘Background and purpose’ section above, which corresponds to experimental conditions \(E + G\) in Figure 1. Another is Offer a brief, online stress management training intervention. After 3 months, assess risky drinking. If the young adult does not respond to treatment, then provide more stress management training. Otherwise, provide booster sessions. This corresponds to experimental conditions \(B + C\). Table 2 lists the eight dynamic treatment regimens embedded in the example.

An advantage of SMARTs is that they provide data that may be used to compare mean outcomes between any two (or more) of the embedded dynamic treatment regimens. Like the analyses addressing the component-screening aims above,
the analyses comparing embedded dynamic treatment regimens pool information across multiple experimental conditions. For example, a comparison of the two example dynamic treatment regimens discussed in the previous paragraph involves comparing the mean outcome for the dynamic treatment regimen described in the ‘Background and purpose’ section (mean across experimental conditions $E + G$ in Figure 1) to the mean outcome for the second dynamic treatment regimen (mean across $B + C$). Straightforward regression-based data analysis methods have been developed [23–25] for improved statistical power in the comparison of embedded dynamic treatment regimens.

Using SMARTs to investigate additional tailoring variables

Data arising from a SMART can be used to optimize a dynamic treatment regimen by investigating candidate tailoring variables that were not embedded in the SMART by design. Consider again the SMART in Figure 1, which involves only one tailoring variable: whether or not the individual transitioned to non-risky drinking patterns by month 3. In a SMART, investigators may also collect additional information concerning baseline variables (e.g., psychological distress at baseline) and post-baseline measures (e.g., adherence to the initial treatment, or social and coping drinking motives at month 3) that may also be useful in developing a more deeply tailored (more individualized) and more effective dynamic treatment regimen. The SMART is ideal for exploring whether these baseline and post-baseline variables are useful as additional tailoring variables. Q-learning, a data analytic method drawn from computer science, is suitable for addressing this aim [24, 26].

Discussion

In addition to enabling efficient use of available resources to optimize behavioral interventions, thereby producing more effective and efficient dynamic treatment regimens, the use of SMART designs in the context of MOST can help intervention science develop a coherent base of knowledge about dynamic treatment regimens. Development of future dynamic treatment regimens can be informed by empirical evidence gained about which decision points, tailoring variables, intervention options, and decision rules are most effective individually and in combination. In addition, secondary data analyses based on Q-learning can be applied to data from SMARTs to identify more deeply tailored sequences of decision rules [24, 26].

It should be noted that the optimization and evaluation phases of MOST have different objectives. These objectives require different decisions. To evaluate a dynamic treatment regimen, that is, to establish whether or not a dynamic treatment regimen has a statistically significant effect to the satisfaction of the intervention science community, it is necessary to conform to generally accepted scientific conventions by conducting an RCT that is adequately powered using $\alpha \leq .05$. By contrast, to optimize a
dynamic treatment regimen, it is necessary to make decisions about which decision points, tailoring variables, treatment options, and decision rules will be included in the dynamic treatment regimen, keeping in mind that in a subsequent evaluation phase, the resulting dynamic treatment regimen will be evaluated to determine whether it has a statistically significant effect. According to the resource management principle, the investigator needs to consider how best to use the available resources to inform the decision making. In a particular situation, the cost of a Type II error (i.e., failing to detect a true difference between two levels of a factor) may be more costly than a Type I error (i.e., mistakenly concluding that there is a difference). In this case, the best allocation of resources may be to reduce the Type II error rate by increasing the Type I error rate. Alternatively, decision making may be based on detecting clinically meaningful effects, rather than hypothesis testing.

**Conclusion**

MOST with SMARTs can be used to make dynamic treatment regimens more effective, efficient, scalable, and sustainable. This has the potential to improve the public health impact of dynamic treatment regimens and to ultimately reduce morbidity and mortality.
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