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Abstract. Dynamic recurrent neural networks were derived to simulate neuronal populations generating bidi-
rectional wrist movements in the monkey. The models incorporate anatomical connections of cortical and rubral
neurons, muscle afferents, segmental interneurons and motoneurons; they also incorporate the response profiles
of four populations of neurons observed in behaving monkeys. The networks were derived by gradient descent
algorithms to generate the eight characteristic patterns of motor unit activations observed during alternating flexion-
extension wrist movements. The resulting model generated the appropriate input-output transforms and developed
connection strengths resembling those in physiological pathways. We found that this network could be further
trained to simulate additional tasks, such as experimentally observed reflex responses to limb perturbations that
stretched or shortened the active muscles, and scaling of response amplitudes in proportion to inputs. In the final
comprehensive network, motor units are driven by the combined activity of cortical, rubral, spinal and afferent units
during step tracking and perturbations.

The model displayed many emergent properties corresponding to physiological characteristics. The resulting
neural network provides a working model of premotoneuronal circuitry and elucidates the neural mechanisms
controlling motoneuron activity. It also predicts several features to be experimentally tested, for example the
consequences of eliminating inhibitory connections in cortex and red nucleus. It also reveals that co-contraction
can be achieved by simultaneous activation of the flexor and extensor circuits without invoking features specific to
co-contraction.
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Introduction tion between neural activity and movement parame-

ters (Evarts, 1981; Fetz, 1992; Georgopoulos, 1991;
The neural control of limb movements in the primate Porter and Lemon, 1993). More specifically, the neural
has been investigated in many studies of the rela- circuitry controlling forelimb muscles has been elu-

cidated by experiments on the synaptic connections
*To whom correspondence should be addressed. and physiological discharge patterns of neurons during
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controlled movement tasks (Cheney et al., 1991; Fetz
et al., 1989; Porter and Lemon, 1993). Of particular in-
terest are the last-order premotoneuronal cells, found
in motor cortex, red nucleus, and spinal cord. These
highly interconnected regions provide the functional
basis for executing motor responses. These structures
are further interconnected with additional sites in cor-
tex, cerebellum, thalamus and basal ganglia; the latter
regions are not included in the current model, which fo-
cuses primarily on interactions between premotoneu-
ronal populations.

Dynamic Recurrent Networks

Artificial neural network models can provide a causal
framework for demonstrating the functional signif-
icance of physiological data. The explanatory and
predictive power of these models increases with the
amount of biological information they incorporate. Dy-
namic recurrent networks were developed to investi-
gate the role of diverse neuronal populations during
alternating flexion/extension movements of the wrist.
These networks are distinguished by three properties.
First, the units are dynamic, meaning that they can ex-
hibit time-varying activity replicating the firing pat-
terns of physiological neurons. Second, the recurrent
architecture of the network allows collateral and feed-
back connections, which mimic anatomical pathways.
Third, gradient descent learning algorithms can be used
to determine the remaining free connections and ac-
tivations of the network, based on examples of the
behavior.

Physiological Constraints

Neural recordings in behaving monkeys have docu-
mented the physiological discharge patterns and out-
put connections of task-related neurons at several sites
involved in the control of forelimb muscles. Monkeys
were trained to perform visually guided flexion and ex-
tension of the wrist. Torque generated about the wrist
controlled the position of a cursor on a video moni-
tor. The monkeys generated torques to shift the cur-
sor into target boxes that appeared on the left or right
side of the screen and maintained the cursor within the
box for a variable hold period. The premotoneuronal
(PreM) cells that affect muscle activity were identified
by post-spike effects on their target muscles in spike-

triggered averages of EMG recordings. The response
patterns of three major groups of PreM cells have been
documented during this task. (1) Corticomotoneuronal
(CM) cells are predominantly comprised of tonic and
phasic-tonic cells (Fetz and Cheney, 1980; Cheney and
Fetz, 1980). Their tonic activity is proportional to the
amount of static force exerted. (2) Rubromotoneuronal
(RM) cells fall largely into three classes: phasic, phasic-
tonic and unmodulated (Mewes, 1988; Fetz et al., 1989;
Mewes and Cheney, 1994). The unmodulated cells fire
throughout the task and are not related to static force.
(3) Premotor dorsal root ganglion afferents exclusively
fall into three categories: tonic, phasic-tonic and pha-
sic (Flament et al., 1992). In addition, the discharge
patterns of single motor units make up four classes:
tonic, phasic-tonic, phasic and decrementing (Palmer
and Fetz, 1985). A summary table of these response
classes and their relative proportions appears in Maier
et al. (1998).

Anatomical Connections

The models presented here substantially extend previ-
ous neural networks designed to simulate the wrist step-
tracking task (Fetz and Shupe, 1990; Fetz et al., 1990;
Fetz, 1993) and resemble a model presented previously
(Maier et al., 2004). The current model comprises four
modules, corresponding to cortical, rubral and segmen-
tal networks and to muscle afferents. These modules are
interconnected in accordance with known anatomical
pathways (Fig. 1). The cortical and rubral modules con-
sist of excitatory projection units and local units, which
are also interconnected (Fig. 2A). The segmental mod-
ule consists of alpha- and gamma-motoneurons and of
Ia-inhibitory interneurons. The spinal interconnections
of these units (Fig. 2B) are based on anatomical and
physiological data (Baldissera et al., 1981; Jankowska,
1992). The afferent module represents spindle afferent
units, which are driven by gamma-motoneurons and
the equivalent of applied torque, and which feed back
to the segmental and supraspinal levels (Figs. 1 and
2B).

Multi-Functionality

Biological networks perform a substantial range of
different behaviors. Thus realistic artificial networks
should also have the ability to generate different re-
sponses. In the step-tracking task, monkeys learned to
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Figure 1. The network architecture comprises 4 basic unit mod-
ules: cortical, rubral and segmental units and muscle afferents. The
step-tracking target position input is relayed to the cortical mod-
ule, whose output units [P] project their activity to the rubral and
segmental population. Both cortical and rubral units connect to the
segmental level, which includes alpha- and gamma-motor units pro-
jecting to the muscle. Muscle afferents project back to the segmental
and supraspinal populations. In addition, a torque feedback is given
to the muscle afferents. Interactions between units of the same mod-
ule involve a delay of one time step; interactions between modules
usually involve longer delays, given by the number of time steps next
to projection arrows.

generate force levels proportional to the size of the tar-
get step. They did so by scaling the discharge rates of
task-related neurons. Accordingly, the networks were
trained to generate responses proportional to target
sizes. Second, displacing the limb by an externally im-
posed perturbation evokes a segmented pattern of EMG
activity: arapid stretch of a muscle evokes a short (M1)
and longer latency (M2) EMG response (Marsdenetal.,
1976). The EMG responses to muscle stretch and short-
ening perturbations, as well as the response of CM cells
has been documented in the monkey during the wrist
flexion/extension step-tracking task (Cheney and Fetz,
1984). Accordingly, we also trained our model to incor-
porate similar reflex responses. Thirdly, monkeys are
able to co-contract flexor and extensor muscles in or-
der to stiffen the wrist (Humphrey and Reed, 1983). Al-
though the responses of CM and RM cells have not been
observed under this condition, we also explored the net-
works’ ability to generate co-contraction. Finally, we
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Figure 2. A: The intra-cortical and intra-rubral modules consist
of equal numbers of excitatory and inhibitory units that are mu-
tually interconnected. The excitatory units themselves are mutually
interconnected (but without self-connections). Some excitatory units
(shaded) have target activations corresponding to known firing pat-
terns of CM and RM cells. The input to the supraspinal modules is
distributed to both types of units, and the output arises from the exci-
tatory units. B: The spinal cord module consists of units correspond-
ing to alpha-motoneurons, gamma-motoneurons and Ia-inhibitory
interneurons, each divided into a flexor and extensor group. The con-
nections between these groups are modeled according to the classical
stretch reflex connections. In addition, gamma-motor units drive the
muscle spindle afferents (SP). Spindle afferents feed back to alpha-
motor- and Ia-inhibitory units, as well as to supraspinal units. All
alpha-motor units and spindle afferents (shaded) have target activa-
tion patterns. The supraspinal input to the segmental module is dis-
tributed to all units; the output consists of alpha- and gamma-motor
units.

derived a comprehensive model that could emulate a
repertoire of simple flexion and extension, magnitude
scaling of flexion and extension and responses to ex-
ternal perturbations.
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Methods
Training Algorithm

The network connection weights were derived using the
temporal flow algorithm (Watrous and Shastri, 1986),
a type of backpropagation algorithm for dynamic and
recurrent networks (Williams and Zipser, 1989). This
algorithm iteratively modifies the weights after each
cycle to reduce the net error for generating the speci-
fied target activation patterns. Target activation patterns
were obtained from the averaged firing rates of phys-
iological neurons recorded in behaving monkeys. The
net error for each target unit corresponds to the integral
of the time-varying difference between the actual and
the target activation. The learning rate (&) was limited
to a range of 10! to 10~*. This training procedure is
not intended to resemble biological learning but simply
provides an effective algorithm for deriving appropri-
ate networks that generate the required behaviors.

Topology

We will refer to elements of the artificial network as
‘units’ and to biological neurons as ‘cells’ or ‘neu-
rons’. Table 1 summarizes the constraints incorporated:
the target pattern for each type of unit and the polar-
ity and delay for every connection. We present two
versions of the network model. A simpler minimally
constrained ‘Dual-task’ model that performs two tasks:
the step-tracking flexion-extension task (Maier et al.,
2004) combined with one of several additional tasks
and a ‘comprehensive’, maximally constrained model
that combines four tasks.

(a) Global Organization

The four basic modules, the cortical, rubral, segmen-
tal and afferent module, are interconnected as shown
in Fig. 1. The input to the network is provided by two
modules: (1) the target position module conveys a rep-
resentation of the target position (flexion and exten-
sion) to the cortical module, and (2) the torque feed-
back module provides a representation of the active
torque to the afferent module. This torque feedback is
represented by afferent activity since there is no ex-
plicit model of the muscles or the limb in our neural
network. The connections between modules are based
on anatomical and correlational evidence. Represen-
tations of the corticospinal and rubrospinal pathways
provide the input to the spinal cord, and collaterals of

the former connect to the red nucleus (Fromm, 1977,
Humphrey et al., 1984). The muscle afferents feed back
onto the spinal cord and also project to the cortical and
rubral modules (via omitted cerebellar and thalamic re-
lays). Conduction delays (Fig. 1 and Table 1) further
differentiate the modules.

(b1) Internal Organization—Dual-Task Version

Input modules. The target position alternates between
flexion and extension and is represented by a sus-
tained step input (Fig. 5) to the network for both flex-
ion and extension (designated as Sf and Se). Since
many cells discharge dynamically to changing con-
ditions, a brief phasic input at the onset of the target
change is also provided [Df & De].

The torque feedback during the hold is delivered
to the corresponding muscle afferents as a tonic in-
put during flexion [Tf] and extension [Te]. Transient
torque pulses, superimposed on the flexion and ex-
tension torques simulate perturbations.

Cortical module. The cortical module (Fig. 2A) con-
sists of two kinds of units: local inhibitory units [CL]
and spinally projecting units [CM]. This simplifica-
tion of the generic cortical circuitry is intended to
capture only the most essential characteristics. The
input to cortex is distributed to both types of units
(Porter et al., 1990; Fetz et al., 1991). The output of
the cortical module consists of excitatory units that
correspond to corticospinal neurons; these also have
collaterals to rubral units. The intra-modular connec-
tions are modelled as follows: each local unit is recip-
rocally connected with all projection units (Baranyi
et al., 1993) and projection units are mutually inter-
connected (Kang et al., 1988, 1991; Baranyi et al.,
1993), whereas local units are not interconnected.

Rubral module. The rubral module has the same inter-
nal organization as the cortical module, but half as
many units. Red Nucleus consists primarily of two
types of neurons, the excitatory rubrospinal projec-
tion neuron and a local GABAergic inhibitory neu-
ron (Nieoullon et al., 1988; Schmied et al., 1990,
1991; Mewes and Cheney, 1994). The correspond-
ing units are abbreviated as RM and RL.

Spinal module. The spinal module consists of 3 dif-
ferent types of units, corresponding to: alpha mo-
toneurons, gamma motoneurons and la-inhibitory
interneurons; each set is divided into a flexor and
extensor group (MUf, MUe, GMf, GMe and Iaf,
Tae). The input from the two supraspinal modules is
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Table 1. Constraints (sign, delay and strength of connection, target activation patterns) used in the basic flex/ext network

and in the comprehensive network.

Basic flex—ext
network

Comprehensive
network

Connection Delay Pattern

Connection Pattern

Input module

Input module

pos e— CMt,CM,CL
torque e— hSP

1 tonic, phasic {0,5}
1 tonic {0,4}

Cortical module

pos e— CS,CL,CE
torque ec—

tonic, phasic {0,5}
hSP tonic with {0,4}
excit./inhib. burst,
excit burst only.

Cortical module

CMt e— CMt,CM 1 tonic, phasic-tonic

CMt,CS,CE e— CMt,CS tonic, phasic-tonic,

CM e— CM,CMt 1 free ramp, phasic-ramp
with excit. burst
CMt,CM e— CL 1 CMt,CS e— CE,CL free
CL i— CMt,CM 1 free CL i— CMt,CS free
CE e— CMt,CS free
CMt,CM e— RMt,RM 1 CMt,CS e— RMt
CMt,CM e— RL 1 CMt,CS e— RL
CMt,CM e— MN 2 CMt e— MN 1/2a, 1/2h
CMt,CM e— GA 2 CMt,CS e— GA
CMt,CM e— [aIN 2 CMt,CS e— laIN {0,0.15}
Rubral module Rubral module
RMt,RM e— RMt,RM 1 tonic, phasic, RMt e— RM tonic, phasic,
phasic-tonic, bi- phasic-tonic with
directional background activity,
bidirectional
RM,RMt e— RL 1 free RMt e— RL
RL i— RMt,RM 1 free RL i— RMt
RMt,RM e— MN 2 RMt e— MN
RMt,RM e— GA 2 RMt e— GA
RMt,RM e— TaIN 2 RMt e— IaIN {0,0.15}
Segmental module Segmental module
MN tonic, phasic, MN tonic, phasic,
phasic-tonic, decr. phasic-tonic, decr.
with M1, M2 burst
IaIN i— aMN 1 free IaIN i— aMN free {-1,0}
TaIN i— alaIN 1 TaIN i— alaIN
GA e— hSP 2 free {0,3} GA e— hSP free {0,3}
Afferent module Afferent modul
SP e— hMN 2 tonic, phasic SP e— hMN tonic, phasic
phasic-tonic phasic-tonic {0.8, 5}
SP e— hlaIN 2 SP e— hlaIN {2.5,5}
SP e— CMt,CM,CL 4 SP e— CMt,CS,CL,CE
SP e— RMt,RM,RL 4 SP e— RMt,RL

Abbreviations: Units in bold: to which the target pattern (in bold) on the same line applies; e—: excitatory connection,
range of default connection strength: {0, 2}, i—: inhibitory connection, default connection strength: {—2, 0}, a: antagonist,
h: homonymous. Non-default connection strengths given in {}. For unit abbreviations, see text.
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distributed to all types of units (Jankowska, 1992,
Pompeiano, 1984; Clough et al., 1971). The out-
put of the spinal module consists of the alpha- and
gamma-motor units. The connectivity between the
different kinds of spinal units (Fig. 2B) reflects the
‘output-stage’ concept (Hultborn et al., 1979), which
describes the spinal control of antagonistic muscles.
Each of those connections including the sign (excita-
tory or inhibitory) has been anatomically and physi-
ologically described (references are given in Bullock
and Contreras-Vidal, 1992, 1993). Units of a given
type and group are not interconnected.

We tested the role of Renshaw cells (Windhorst,
1990) in our networks (not shown), and found that
they played no critical role, as indicated by their
feeble connections and non-physiological activation
patterns, so they have been excluded here. Whether
Renshaw cells exist in the primate cervical cord re-
mains unclear. Data from the cat suggest their ab-
sence, at least for the extrinsic extensor muscles of
the digits (Horner et al., 1991).

Afferent module. The afferent module consists of a
single type of unit: spindle afferents for flexion
[SPf] and extension [SPe]. The input arises from the
gamma motor units and the torque module. The ex-
citatory output of the afferent module is distributed
to the spinal and supraspinal modules. The afferents
connect to the homonymous alpha motor units and
the corresponding Ia-inhibitory units.

(b2) Internal
Version

The comprehensive network consists of the Dual-
task version plus the following additions.

Organization—Comprehensive

Input modules. We further incorporate two inputs with
transient torque pulses only [TFf2], [TFe2].

Cortical module. The local and the projecting units
have each been subdivided: there are local inhibitory
[CL] and excitatory units [CE] and there are exci-
tatory projecting units that correspond to cortico-
motoneuronal [CM] and corticospinal [CS] neurons.
The input to the cortical module is distributed to all
types cortical units except CM units and the out-
put of the cortical module consists of the CM and
CS units, both of which have collaterals to rubral
units. Whereas CM units have connections to all
spinal units including the alpha motoneurons, CS
units project exclusively to spinal interneurons. The
intra-modular connections between local and projec-
tion units are modeled as in the Dual-task version.

Rubral module. No change, except that additional input
arise from CM and CS units.

Spinal module. Supraspinal input now arises from CM,
CS and RM units.

Afferent module. The excitatory supraspinal output of
the afferent module is distributed to all types of units
in the cortical and rubral module.

Target Activation Patterns—Dual-Task Version

As a rule, each type of firing pattern experimentally
observed in at least 20% of a neural population is rep-
resented as a single “target” unit in that population.
Examples of the different types of firing patterns and
their frequency during the wrist flexion-extension task
are tabulated elsewhere (Fetz, 1992; Fetz et al., 1996;
and references cited in the introduction). We included
the phasic firing pattern of motor units, which repre-
sents at least 5% of the motor units. Firing patterns of
cortical units and EMG responses during torque pulse
perturbations were documented in Cheney and Fetz
(1984). Table 1 lists the target patterns for each type of
unit. Note that only some of the CM and RM units are
provided with target patterns (namely CMt and RMt),
whereas all MN and SP units have target activations.
No target activations are given for CL, RL, IaIN and
GA units.

Target Activation Patterns—Comprehensive Version

In order to constrain the comprehensive model as far
as possible, less frequent target patterns seen in more
than 5% of the population patterns were added to the
cortical module such as ramp and phasic-ramp units
(Table 1). Furthermore, only half of the CM units show
co-contraction responses during external perturbations
(Cheney and Fetz, 1984). Free CM and RM units were
deleted because all representative patterns are included
and all RM units have an underlying background ac-
tivity.

Activation Function

The input-output function of each unit is a customized
sigmoidal function, not the standard symmetric ‘lo-
gistic’ function (qualitatively similar networks were
also obtained with the standard logistic activation func-
tion). This custom activation function describes better
the input-output function of integrate-and-fire spiking



units, and facilitated the conversion of these network
solutions to networks of ‘spiking’ units (Maier et al.,
2004). The formula for this custom activation func-
tion was: F(x) = 1/(1 4+ 3/x + exp((s — x)*T))
where x = input, s = shift, 7T = temperature. The
input to a unit consists of the summed activation of all
other units connected to this unit times their synaptic
weights.

Network Dynamics. Network units are dynamic,
meaning that their activity varies over successive time
steps. Thus, the changing activation of each unit rep-
resents the (normalized) firing pattern of physiologi-
cally recorded neurons. A single flexion/extension cy-
cle (lasting about 3 s in the behavioral paradigm) was
divided into 144 time steps (corresponding to a bin
width or low-pass time constant of about 20 ms).

Network Initialization. Generally the weights were
limited to a range of {0, 2} for excitatory and {—2, 0}
for inhibitory units. Exceptions are given in Table 1.
The networks were initialized with random connection
weights distributed around an offset. This offset was
positive for excitatory and negative for inhibitory units.
Furthermore, this offset was positive for the position
input to the cortical module and for the torque input to
the afferent module.

Results
1. Minimally Constrained Basic Model

Alternating Flexion/Extension. The minimally con-
strained basic model and its network architecture
can generate appropriate activity profiles for ramp-
and-hold step-tracking movements using connection
strengths resembling those in physiological pathways.
The learning curve showed rapid convergence in the
first 300 trials, with marginal subsequent improve-
ments. For all tested network simulations [differing in
initial randomization] the averaged errors after 1000
cycles varied between 4.1 and 4.8%; further training
to 10,000 cycles reduced the average error to values
between 3.5 and 3.9%. How the network achieves the
input-output transformation is completely determined
by the weight matrix and its associated activation pat-
terns. A typical solution (full weight space and activa-
tion patterns) was shown in Maier et al. (2004). Here,
for purpose of comparison with later dual-task mod-
els, we show a summarized weight space (Fig. 6) that
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indicates the principal emergent properties (typical ac-
tivation patterns are shown in Fig. 4).

Figure 6 summarizes the results in terms of two or
three representative units for each population: one unit
active during flexion (F), one unit active during ex-
tension (E) and one bi-directional unit (B). Briefly,
in the cortical module, uni-directional CM-units and
target units showed preferential connections to multi-
ple synergistic MUs activated in the same movement
phase (top row). This synergistic arrangement also held
for their connections to local CL units, and to RM,
GA and la-inhibitory units. Bi-directional tonic CM
units developed negligible connections to MUs. In the
rubral module, in contrast, free rubral units showed bi-
directional activity. The uni-directional RM target units
showed essentially the same connection properties as
uni-directional CM units. In the spinal module most of
the Ia-inhibitory units showed uni-directional phasic-
tonic activity, and inhibited the antagonist MUs and the
antagonist Ia-inhibitory units. The gamma motor units
[GA] develop heavy connections to the muscle spindles
[SP]. The activity of the alpha motor units shows a good
approximation to their four target patterns (Fig. 4). The
combined input to alpha MUs consists primarily of ex-
citatory uni-directional CM and RM units, feedback
from the spindles and an inhibitory effect from the Ia-
inhibitory units to assure the silence of the alpha MUs
in the inactive phase. Finally, the spindles are strongly
connected to the motor units [MUs] and also feed back
selectively on in-phase CM, CL and RM units.

1. Minimally Constrained Dual-Task Model

Based on the simple flexion-extension model, four
different dual-task models will be described: (Ila)
flexion-extension with variation of the response ampli-
tude, (IIb) flexion-extension and co-contraction, (IId)
flexion-extension and response to lengthening pertur-
bation, and (Ile) flexion-extension and response to
shortening perturbation.

(Ila) Magnitude Scaling of Flexion/Extension
Responses. We investigated the networks’ ability to
generate response amplitudes proportional to different
input magnitudes. The scaling ability of the basic net-
work trained with only one force level was tested by
giving input steps of different magnitude and measur-
ing the error between its output and the proportionally
scaled target output patterns. The basic network trained
at amagnitude of 1.0 and tested at input step amplitudes
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Figure 3. Error curves for different step amplitudes for three net-
work solutions trained at specific values (T). Thick line: network
trained at a single amplitude of 1.0 and tested for proportional re-
sponse to other amplitudes. Stippled line: network trained at two
amplitudes: 0.5 and 1.0. Thin line: network trained at amplitudes 0.4
and 0.8. Error was calculated as the difference between actual and
required proportional patterns. The networks trained at two different
levels show reasonable generalization over a range of amplitudes,
while the network trained for a single level shows acceptable perfor-
mance (<10%) in a much narrower range.

from 0.2 to 1.2 showed deviations from proportional
outputs that increased with the deviation of input am-
plitude (Fig. 3).

Better scaling was achieved with dual-task networks
trained at two input levels. One was trained at ampli-
tudes of 0.5 and 1.0 and another at 0.4 and 0.8. Again,
minimal errors occurred at the training levels. When
tested with other inputs these networks show a better
generalization, achieving acceptable scaling [ <10% er-
ror] of target unit activity over twice the amplitude
range of the basic network trained at a single level
(Fig. 3).

How does the dual-task network achieve this gen-
eralization? A simple approach would be to scale the
activity of all units in proportion to the input. Inter-
estingly, this was not the case: proportional scaling
was only present in some of the free CM units and
almost never in the free RM units. Scaling was more
pronounced in the local inhibitory CL and RL units.
However, as shown in Fig. 4A, clear scaling is achieved
for the target CMt and RMt units, the muscle spin-
dles and the MUs (RMt5, the bi-directional unmodu-
lated RM target unit, is required to not scale, in accor-

dance with experimental observations). Furthermore,
all spinal units showed clear scaling.

Since all three networks were initialized identically,
their weight matrices can be directly compared: these
were remarkably similar. The main differences are the
weights between the free RMs and MUs, which were
much smaller in the dual-task networks trained on two
input steps. This may be related to the fact that the
bi-directional unmodulated free RM units showed un-
scaled activity.

(IIb) Flexion/Extension and Co-contraction. The
networks’ capacity to generate co-contraction of flexor
and extensor muscles in addition to reciprocal flex-
ion/extension was investigated in a second dual-task
network by giving the flexion and extension position
input patterns simultaneously and requiring the simul-
taneous generation of the basic motor unit activation
patterns. This was preceded by an alternating flex-
ion/extension cycle (Fig. 4B). The network reached a
solution with an average error of 4.3% after 10,000
training cycles. Remarkably, the solution for this co-
contraction task did not require a weight matrix radi-
cally different from the solution for flexion/extension.
In particular, unidirectional CM and RM units did not
develop more global connections to MUs; i.e. they
connected only to synergist- and not to antagonist
MUs. However, the activation patterns of the non-target
units showed differences between flexion/extension
and co-contraction. Specifically, almost all supraspinal
units (i.e. CM, CL, RM and RL) showed higher ac-
tivity levels during co-contraction than during flex-
ion/extension, without changing their overall pattern.
This was probably an effect of the afferent feedback,
which produced a stronger net input to all supraspinal
units.

The basic networks trained to generate reciprocal
flexion/extension only, when tested for co-contraction,
had a threefold greater error (14%) than the dual-task
network. Figure 4C shows the types of error produced:
the co-contraction is incomplete and transient, since the
static component of most units could not be maintained
(e.g. CMt3, RMt3, SPel, MUel, MUe3). In contrast,
networks trained to generate only co-contraction failed
entirely to generate the flexion/extension cycle when
tested with reciprocal inputs. Thus a network trained
for flexion/extension can generate co-contraction with
relatively minor changes in the weight matrix, whereas
a network trained for co-contraction is utterly incom-
patible with alternating flexion/extension.
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Figure 4. A: Input profiles and activation patterns for units with target activations for the network trained at two different amplitudes. A
flexion/extension cycle of input amplitude 1.0 is followed by a cycle at 0.5. The target patterns are scaled accordingly. The only exception is
RMt5, a non-modulated rubral target unit. Target activations (here and in Fig. 5 and 8a, 8b) were obtained from experimental data—see Methods.
B: Input profiles and activation patterns for units with target activations for the network trained for flexion/extension and coactivation (averaged
error 4.3%). C: Network trained purely for flexion/extension and tested for co-contraction. Dotted profiles represent appropriate activations;
filled profiles give activation of the network. Deviations in the co-contraction phase are obvious for most of the units with some kind of sustained
target activity (averaged error: 14%).

(Ilc) Flexion/Extension and Perturbation. Reflex In monkeys performing the step-tracking task, tran-
responses to perturbations applied to the active limb sient perturbations have been applied in two directions:
represent a fundamentally different response, which stretch of the active muscles and shortening of the ac-

such a network could also be trained to simulate. tive muscles (Cheney and Fetz, 1984). Perturbations
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which lengthened the active muscle evoked EMG re-
sponses consisting of a short-latency peak (M1) and a
longer-latency peak (M2); in contrast shortening per-
turbations produced an initial cessation (negative M1)
followed by a peak (M2). The non-active, antagonist
muscle showed a brief reflex co-contraction at M2 la-
tencies under both conditions (resulting in a transient
stiffening of the wrist). Most CM cells showed an exci-
tatory response to torque perturbations that stretched
their target muscle; surprisingly, half of those also
responded to shortening, usually with brief excita-
tion. Unlike CM cells, most uni-directional RM cells
showed negligible responses to torque perturbations.
Spindle afferents showed a brief burst of activity when
their muscle was stretched and a cessation of activity
when shortened (Flament et al., 1992; Edin and Vallbo,
1990).

In a third dual-task network model these perturba-
tions were represented by changes in the input activa-
tions of the muscle spindles; a brief torque pulse activa-
tion is delivered during each movement phase (Fig. 5 Tf
and Te, see also Table 1). The target activation patterns
of the spindles, CM- and RM units, as well as of the
MUs reflect the experimentally observed responses to
such perturbations. Everything else remains identical
to the basic model so that the only source for adapting
to the perturbation is the peripheral input, whose dis-
tributed effect through the network must generate the
correct target responses.

(11d) Stretch Perturbation. 'We first tested how a ba-
sic network trained solely on the flexion/extension task
would respond to the stretch perturbation. Even large
stretches failed to activate the spindle afferents strongly
enough to elicit any response of the MUs. When the
same network was stimulated with the target activations
of the spindle afferents, clear responses were elicited,
but these did not correspond to the physiological pat-
tern (Fig. 5A). Those CM units receiving afferent input
showed a transient perturbation response, which they
forwarded to the rubral units. Few MUs of the stretched
muscle showed a clear reflex response and none of the
MUs showed the antagonist M2 co-contraction burst.
When a dual-task model was trained to generate ap-
propriate responses to the stretch perturbation as well
as flexion/extension, its responses resembled the re-
quired activation patterns with an average error of 4.8%
(Fig. 5B). The spindles show a clear transient activa-
tion during the perturbation, which is transmitted in
two ways. First, this pulse is relayed to the homony-
mous MUs and produces an early transient response

(M1). Second, the pulse is also relayed to the cortical
units, and less to the RM units. The cortical response
in turn produces the late phase of the homonymous
response (M2) as well as the M2 response in the an-
tagonistic MUs. This produces a brief co-contraction,
which is equivalent to the stiffening response seen in
the monkey.

(Ile) Shortening Perturbation. We next trained an-
other dual-task model to respond to shortening pertur-
bations of the active muscle. Figure 5C shows the re-
sponses of the units with target activations. In this case,
the torque briefly drops to zero, since muscle shorten-
ing lowers the torque feedback of the spindles. Those
spindles that are active during the perturbation show
a corresponding decrease in activity. This response is
transmitted to the homonymous MUs and appears as a
transient reduction in activity (M1 off-response), fol-
lowed by a brief increase (M2) produced by CM units.
Similar to the stretch response, the shortening response
also involves a brief increase in the antagonist muscle
due to supraspinal (CM) input, producing coactivation.
Certain target CM units were trained to briefly increase
their activity in response to the shortening perturbation,
reflecting the responses observed in primate CM cells
(Cheney and Fetz, 1984).

Comparison to the Basic Network Solution. The
emergent properties of the dual-task perturbation net-
works differed from the basic network in two ways:
First, their weight space deviated from physiologically
realistic solutions, exemplified by CM units that devel-
oped strong bi-directional connections. Such connec-
tions are physiologically unrealistic: CM cells involved
in perturbation responses never cofacilitated flexors
and extensors (Cheney and Fetz, 1984). To obtain more
realistic networks we restricted the connections of the
CM units to either the flexor or the extensor MU groups.
The network solutions which then produced correct
perturbation responses (Fig. 5B and C) are summarized
in Fig. 6. Second, the network solutions to either length-
ening or shortening perturbation were strikingly dif-
ferent from each other and thus highly task-dependent.
They differed in two main aspects from solutions found
for simple flexion/extension: (i) Both dual-task net-
works solved the task by relying less on gamma drive
but more clearly on the spindle responses (torque feed-
back), which provide the direct and appropriate signal
for generating the M1 response; (ii) in order to pro-
duce correct M2 and co-contraction responses, both
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Figure 5. Network responses to proprioceptive perturbations. A: lengthening perturbations applied to the network trained only under flex-
ion/extension (for 10,000 cycles). The network did not show any response to Tf and Te perturbations, so it is stimulated with the target activation
patterns of the spindle afferent units [SPf1-3, SPe1-3]. This elicits transient responses in cortical and rubral units and a large combined M1 and
M2 response in some of the perturbed MUs. There is, however, no co-contraction response in the antagonist MUs. Dotted profiles represent
appropriate responses. B: response of a network trained to lengthening perturbation of the active muscle during flexion/extension. Following
the perturbation (in Tf and Te), the spindles [SP] show a brief excitation which is transmitted through the network, producing brief excitation of
the active motor units, and brief co-contraction in the non-active motor units. C: response of network trained to shortening perturbation of the
active muscle during flexion/extension. The perturbation evokes a brief decrease in spindle activity, which produces a transient excitation in the
cortical target units. The MUs of the active muscle show a clear inhibitory M1 response mediated by the segmental spindle feedback followed by
an excitatory M2 response mediated primarily by cortical units. In addition, the MUs of the inactive muscle show a brief and late co-contraction

response.
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Figure 6. Schematic summary weight matrix of typical emergent connection weights for three minimally constrained “dual-task” models: fop:
simple flexion/extension, middle: flexion/extension and lengthening perturbation for IaIN, GA and SP units and bottom: flexion/extension and
shortening perturbation for IaIN, GA and SP units. Activation patterns are simply classified as either being active during flexion (F), during
extension (E) or during both (B). These assignments are based on the relative mean activity of original units during flexion [AF] and extension
[AE]. A unit is classified as Flexion if AF/AE > 1.5, Extension if AE/AF > 1.5, or Both if neither inequality is satisfied. The area of the
box for each comparative weight represents the average effect (mean activity * connection strength) of each unit type upon another unit type.
Organization of the weight space and symbols for connection strengths as in Fig. 7A, except for position and torque input units (omitted) and CS,
CE (not present). Some weights are absent because one of the units did not exist. The simple flexion/extension solution shows the characteristic
upper-left lower-right diagonal with moderate or strong weights indicating excitatory in-phase connections. This is true for CM, RM, GA and
SP units all showing reinforcing in-phase connections between them. In contrast, the counter diagonal indicating out-of-phase connections
holds for inhibitory IaINs units. This scheme of independent flexion and extension loops (except for the IaINs) is broken up when responses to
perturbations are required, specifically for the afferent feedback (SP). Lengthening perturbation requires weaker in-phase connections from SP to
CM and CL. Shortening requires a balance between in-phase and out-of-phase SP —> CL connections (in order to transform a transient inhibition
response from the spindles into an excitatory perturbation response of the CM units). The [aIN and Ga units also show clear task-dependent
variations of their connections strengths.



Dynamic Neural Network Models 137

dual-task networks modified the spindle-mediated However, for generating the M2 response in the ago-
drive of CM units in such a way that CM units not only nist MUs the solutions showed task-dependent, oppo-
received in-phase but also out-of-phase input for gen- site properties for the spindle-mediated in-phase input.
erating the co-contraction burst in the antagonist MUs. A simple in-phase connection to the CM units provides
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Figure 7.  A: Full weight matrix for the maximally constrained comprehensive multi-task network with selected redundant units removed. Unit
activations are shown at left and along the top. The connection strength from row unit to column unit is symbolized by the area of the square in
the range calibrated at the top {—2,2}. Excitatory and inhibitory connections are represented by solid and open squares respectively. Numbers
in parentheses after a unit’s name show how many actual units (with similar activities and connections) that unit represents. Time step delays
between modules are given in Fig. 1. B: Summary weight matrix for the maximally constrained comprehensive multi-task network. Same layout
as Fig. 6. (Continued on next page.)
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Figure 7. (Continued).

the excitation for the M2 burst during lengthening. In
contrast, during shortening a transient inhibition must
be transformed into an excitatory burst in the CM units;
thus the spindles, which briefly decrease their activity,
connect more strongly to the local inhibitory cortical
units, which in turn produced a brief facilitation in the
CM units via disinhibition.

III. Maximally Constrained Comprehensive
Multi-Task Model

Ultimately, a complete model should be able to sim-
ulate all of these tasks with a single set of weights,
as a trained monkey does. Obviously, for a model
of this complexity our dual-task networks were not
sufficiently constrained to yield physiologically com-
patible solutions. We therefore decided to incorpo-
rate into a comprehensive model not only all task
variations simultaneously (i.e. training it to produce
flexion/extension of varying amplitudes with superim-
posed lengthening and shortening perturbations) but
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also to constrain the predefined activation patterns and
connection weights. The network was successively
trained to perform flexion/extension without perturba-
tion, flexion/extension with lengthening perturbation
followed by flexion/extension with shortening pertur-
bation. The magnitude of the target activation patterns
varied randomly. The essential additional constraints
concerned (1) the firing patterns: the CM target units
now represent all observed firing patterns; all modu-
lated RM target units have a background activity; free
CM and RM units have been deleted and free corti-
cospinal (non-CM) units and excitatory local cortical
units have been added; and (2) the weight space was
tuned to obtain a maximally “physiological” solution
in terms of activations and connections (see Methods,
Table 1). Remarkably, the network converged to a solu-
tion with an average error of approximately 5.0% after
20,000 training cycles.

The full and the summarized weight matrices are
shown in Fig. 7A and B, respectively. Figure 8a shows
the input and target unit activations after 20,000
training cycles: all target units show very small errors.
The unified network solves the problem by using a
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Figure 8. a: Activation patterns of units in the comprehensive multi-task network of Fig. 7A, showing a cycle of flexion/extension without
perturbation, a cycle of flexion/extension with lengthening perturbation and a cycle of flexion/extension with shortening perturbation. Actual
patterns of activation are shown in black and target activations shown by dotted lines. The error after 20,000 training cycles was approximately
5.0%, averaged over 1000 test cycles. Abbreviations: Sf, Df: cortical position input for flexion (static and dynamic), Se, De: same for extension,
Tf, Te: torque feedback for flexion (f) and extension (e) provided to the spindle afferents, CMt: excitatory cortical projection units with
cortico-motoneuronal connections and target patterns, CS: excitatory cortical projection units (non-CM), CE: excitatory local cortical units, CL:
inhibitory local cortical units, RMt: excitatory rubral projection units and target patterns, RL: inhibitory local rubral units, Iaf, Iae: Ia-inhibitory
units, GAf, GAe: gamma motor units, SPf, SPe: spindle afferent units, MUf, MUe: motor units. b: Responses of the comprehensive network
after lesions of inhibitory cortical and rubral units. Representative units of each population in the comprehensive multi-task network are shown.
Stippled lines indicate the profiles of activity in the non-lesioned network (as in Fig. 8a). A: response after lesion of a unidirectional cortical
inhibitory unit CL2 . The resulting lack of cortical inhibition during the extension period produces a unidirectional increase in most units of the
network including MUs, which show coactivation of flexor MUs and an overactivation of extension MUs during extension. B: response after
lesion of a bidirectional cortical inhibitory unit CL3. Lack of this more general cortical inhibition produces a background increase of activity at
most levels of the network and eliminates modulated activity of the flexor MUs and enhances background activity for extensor MUs, and thus
leads to a generalized co-contraction. C: response after lesion of all local inhibitory rubral units (RL). This leads to only minor modifications
at the cortical level but to an increase in background activity of rubral output units (RMt). This in turn produces in-phase over-activation and a
loss of the temporal profile of flexor and extensor MU activity. (Continued on next page).
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Figure 8. (Continued).

compromise between the lengthening and shortening
solution, rather than gating; i.e. it does not dedicate
particular units and connections for specific tasks. The
most salient differences compared to the dual-task
models concern the activation of Ia units that are
driven almost exclusively by peripheral inputs from
the spindle units: neither CMt nor CS units provide
relevant drive to IaIN units. CS units were either
tonically active and unmodulated or, like CMt units,
heavily modulated in a single movement phase.
Although CMt and modulated CS units excited each
other in-phase, they clearly differed: CMt units more

often excited in-phase rubral and spinal units, whereas
CS units had less antagonistic output effects. Also,
CS units showed minor responses to perturbations,
whereas CMt units responded quite clearly.

1V. Responses to ‘Lesions’

To obtain some predictions from the comprehensive
model, its responses were tested after lesioning in-
hibitory cortical neurons, which would simulate the in-
activation of GABAergic neurons in the primate motor



cortex. Matsumura et al. (1991, 1992) injected bicu-
culline, a GABA antagonist, into the primary motor
cortex and observed that monkeys trying to perform a
reaction-time wrist movement task co-contracted flexor
and extensor muscles. This pharmacological lesion
was simulated in the comprehensive model by delet-
ing inhibitory local cortical units (CL) and testing the
model’s responses. Deleting all CL units totally de-
stroyed the task modulation of the other cortical units,
and consequently all of the remaining units showed un-
modulated steady high activations. However, lesioning
only 10% of the CL units produced more differentiated
deficits. The lesion of a cortical inhibitory and unidi-
rectional unit (Fig. 8b: A) produced a unidirectional in-
crease in all CMt units (they either were overactivated
or became active when they had not been). This in turn
produced a unidirectional increase of activity in most
units of the network including MUs, which showed uni-
directional coactivation, e.g. activity of flexor MUs in
extension and an overactivation (change of the temporal
profile) of extension MUs during extension. This would
correspond to enhanced co-contraction and increased
stiffness during the on-phase of the task performance.

The lesion of a cortical inhibitory and bidirectional
unit (Fig. 8b: B) led to a less specific lack of corti-
cal inhibition and produced a background increase of
activity at most levels of the network. This led to a
loss of unidirectional activity in the flexor MUs and to
enhanced background activity for the extensor MUs,
and thus to a bidirectional co-contraction. This would
correspond to enhanced co-contraction and increased
stiffness during all phases of task performance.

Similar lesions were performed with the local in-
hibitory rubral units (RL). Lesion of all RL units
(Fig. 8b: C) produced only minor modifications at the
cortical level but led to an increase in background activ-
ity of rubral output units (RMt). This in turn produced
in-phase overactivation and a loss of the temporal pro-
files of flexor and extensor MU activity, but had a minor
impact on co-contraction.

Lesions of the Ia inhibitory units (not shown) pro-
duced minor modifications of MU activity during flex-
ion or extension: the main effect was seen during
the perturbation phase through abolishment of the in-
hibitory M1 response to shortening perturbation.

Discussion

Our dynamic neural network models incorporate phys-
iological and anatomical constraints and elucidate the
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operation of premotoneuronal circuitry during volun-
tary movements. Our modeling approach differs from
previous artificial neural networks that have been de-
veloped to account for other aspects of arm movement
control. Focusing on cerebellar, rubral and cortical con-
nections, Houk et al. (1993) and Berthier et al. (1993)
developed a model addressing issues of motor learning
and programming. Several models have concentrated
on directional tuning of cortical neurons and trajec-
tory formation during reaching (Kettner et al., 1993;
Lukashin and Georgopoulos, 1993a and b; Lukashin
et al., 1994, 1996a and b; Baraduc and Guigon, 2002),
utilizing population coding. Other models concen-
trated on the cortical interaction and learning of visuo-
motor transformations (e.g., Guigon and Burnod, 1996;
Imamizu et al., 1998; Baraduc et al., 2001). Most of
these deal with vector computations rather than neu-
ronal mechanisms. Models based on spinal circuitry
were developed to simulate the dynamic behavior of
muscle stretch reflex (Graham and Redman, 1993) and
for control of opponent muscles during reaching (Bul-
lock et al., 1992; Bullock and Contreras-Vidal, 1993;
Bullock et al., 1994, 1998). Various analytical mod-
els deal more directly with the kinematic properties
of reaching than with physiological mechanisms (e.g.
Todorov and Jordan, 2002), some of these models are
based on the minimum torque-change criterion (Uno
et al., 1989; Kawato et al., 1990; Wada and Kawato,
1993; Gomi and Kawato, 1997), the equilibrium-point
hypothesis (Massone and Bizzi, 1989; Dornay et al.,
1993; Gribble et al., 1998); and adaptive controllers
(Corradini et al., 1992; Hoff and Arbib, 1992).

In contrast, the present model focuses on the physio-
logical issue of how motoneurons are synaptically con-
trolled by various premotoneuronal structures, whose
anatomy and physiology have been elucidated in the
monkey and thus provide a crucial baseline for a bio-
logically plausible model.

Constraints Used

The present neural network simulations incorporate
many anatomical and physiological constraints, includ-
ing the connectivity and dominant activity of major
premotor populations, i.e., cortical, rubral, spinal and
afferent modules, (Table 1). These constraints were in-
corporated by four strategies: (1) Selective and recur-
rent connections produce an architecture resembling
the biological system. (2) Different conduction delays
within and between modules provide more realistic
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timing. (3) Connections can either be excitatory or in-
hibitory but not both. (4) Known firing patterns for most
of the neurons in four populations have been introduced
in the form of target activation patterns.

Correspondence to Physiological Data
and Limitations of the Basic Model

The basic dual-task network model can generalize
across a range of different input levels and produce
appropriately scaled MU and central unit responses if
it has been trained on two different levels (cf. Fetz et al.,
1990). It can also incorporate reflex responses to pe-
ripheral perturbations when trained to do so. Reflex re-
sponses, scaled according to the perturbation strength,
consist of several components: an initial reciprocal M1
response, followed by an M2 co-contraction of antag-
onist muscles.

Whereas the emergent weight space of the ba-
sic model for simple flexion/extension resembled
known cortico- and rubromotoneuronal connections,
that of the dual-task models including perturbation re-
sponses deviated markedly from physiological con-
ditions: supraspinal input to MUs became predomi-
nantly bidirectional, the activity of the Ia inhibitory
units was out of phase, and the solutions were heav-
ily task-dependent. Obviously the basic model was not
sufficiently constrained for finding biologically realis-
tic solutions for the variety of tasks.

Comprehensive Model

We therefore constrained the comprehensive multi-task
model more extensively by limiting the free units and
by restricting the activations and the weight space to
biologically plausible solutions. Independently of the
initial randomization, this comprehensive network pro-
vided functional solutions: its predictive power was
tested by simulating lesions of cortical inhibitory neu-
rons, which produced responses resembling those gen-
erated by injecting bicuculline in primary motor cortex
of the primate (Matsumura et al., 1991, 1992). The
performance of the comprehensive multi-task model,
trained to perform multiple tasks with the same set of
weights, was sufficiently good to justify an analysis of
its function and a comparison with physiological data.

Role of Different Group of Units

The comprehensive model suggests the functional roles
that various groups of units play in these tasks. To the
extent that their biological counterparts have similar
activation patterns and connectivity, they could perform
similar functions.

Cortical Units. CM units, all of which had target ac-
tivation patterns, provided strong connections to mul-
tiple synergist MUs. This corresponds to the physio-
logical characteristic of CM cells that produce post-
spike facilitation in multiple synergistic muscles (Fetz
and Cheney, 1980, 1984), and facilitate different MUs
within a muscle (Mantel and Lemon, 1987). In addi-
tion to their connections to MUs, CM units also de-
veloped connections to synergistic rubral units, to Ia-
inhibitory units and gamma motor units. Correspond-
ing corticorubral and corticospinal connections have
been shown to exist anatomically and physiologically
(Humphrey et al., 1984; Jankowska, 1992; Clough
etal., 1971).

In agreement with physiological data (Cheney and
Fetz, 1984), CM units could be trained to show ap-
propriate sensory responses to perturbations and thus
to contribute significantly to producing excitatory M2
responses in both flexor and extensor MUs. CS units ac-
quired uni- or bidirectional activations and provided ex-
citation to rubral and spinal (Ia-inhibitory and gamma)
units.

In the local cortical circuitry, uni-directional CM
units tended to connect to other in-phase CM and CS
units, a recurrent connection which has been described
physiologically (Kangetal., 1988, 1991; Baranyietal.,
1993; Cheney and Fetz, 1985; Smith and Fetz, 1989;
Porter and Lemon, 1993). Roughly half of the local
inhibitory units showed bi-directional activity. Uni-
directional cortical inhibitory units were connected
predominantly to out-of-phase CM units, contributing
to uni-directional CM activity via inhibition. Lesions
of 10% of the cortical inhibitory units resulted in en-
hanced bidirectional CM activity, and thus in enhanced
MU activation as well as muscle co-contraction, similar
to effects of injection of bicuculline into motor cortex
(Matsumura et al., 1991, 1992).

Rubral Units. Physiologically, more bidirectional
neurons exist in the red nucleus than in the motor cortex
(Mewes and Cheney, 1994) and RM cells show more
co-facilitation of both flexor and extensor motoneurons



(Mewes and Cheney, 1991). The connection patterns
of uni-directional rubral target units were similar to
those of the unidirectional cortical projection units.
Unmodulated bi-directional RM units had weaker con-
nections to motoneurons than the uni-directional RM
units, as observed physiologically (Mewes and Cheney,
1991). RM units received input primarily from CS and
CM units. Lesions of all rubral units produced co-
contraction, although MUs were still clearly modulated
during flexion/extension; lesions of the RL units pro-
duced enhanced MU activity but no co-contraction.

Spinal Cord Units. la-inhibitory interneurons play a
role in adjusting motoneuron excitability during a va-
riety of segmental reflex activity and voluntary move-
ments (Baldissera et al., 1981; Jankowska, 1991). In
the basic model, the activation profiles as well as the
connection strength of the Ia-inhibitory units were task-
dependent: (Fig. 5). When responses to both types
of limb perturbations were required (comprehensive
model), Ia-inhibitory units developed connections con-
sistent with physiological data, namely stronger con-
nections between spindle afferents and the Ia-inhibitory
units, as well as connections between the la-inhibitory
units and the antagonist MUs; they also responded like
afferents with a brief increase or decrease to the length-
ening and shortening perturbation respectively. Their
connection onto the antagonist MUs then produced ei-
ther a transient decrease (through inhibition) during
lengthening or a transient increase (through disinhibi-
tion) during shortening, which is functionally equiva-
lent to the classical reciprocal inhibition in the reflex.

The function of the Ia-inhibitory units in the present
model is compatible with (i) the role described by Bul-
lock and Contreras-Vidal (1993), namely inhibiting the
antagonist to prevent it from retarding agonist activ-
ity during rapid movement reversals and (ii) with the
simulation of Graham and Redman (1993), in which
la-inhibitory units prevented overshoot of the stretch
reflex.

Recently, the properties of excitatory spinal
premotor-interneurons have been described during per-
formance of the flexion/extension task (Perlmutter
et al., 1998; Maier et al., 1998) and during perturba-
tion tasks (Prut and Perlmutter, 2003). These interneu-
rons show no consistent relations between task-related
activity and synaptic linkage to MUs and their spinal
connectivity has not yet been resolved. Because of the
lack of sufficiently precise constraints we chose to defer
inclusion of these interneurons for future simulations.
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In our model the function of the gamma system was
limited to building up the target activation patterns of
the afferents; it did so by a mixture of uni- and bidi-
rectional and tonic non-modulated gamma motor unit
activity, which was driven by supraspinal input. With-
out gamma drive the afferent activation patterns could
not acquire phasic components, since those were not
contained in the torque input.

The spindle afferents with imposed unidirectional
target activation patterns, developed strong connec-
tions to synergistic MUs and to the la-inhibitory in-
terneurons and played a crucial role during perturba-
tions. They provided the direct signal for the M1 re-
sponse in the active MUs: excitation during stretch and
inhibition during shortening.

Functional Summary

The primary rationale for these simulations was to elu-
cidate the premotoneuronal control of MUs as doc-
umented for wrist movements in behaving monkeys.
The functional roles can be summarized in relation to a
typical extensor MU pool and its premotor structures (a
comparable situation pertains to the flexion response).

During simple and scaled flexion/extension excita-
tory input to MUs arrives from cortical, rubral and affer-
ent sources, i.e. from all potential sources of the model.
However, only unidirectional extension CM and RM
units had strong and exclusive connections to the exten-
sor MU pool. CM, RM, and afferent units driven in ex-
tension formed separate positive feedback loops to acti-
vate the extensor MUs. To prevent its activation by bidi-
rectional CM and RM units during flexion, the extensor
MU pool was inhibited by the antagonist (flexion) Ia-
inhibitory units. This situation was demonstrated with
the minimally constrained model. More complex be-
havior including perturbation responses was simulated
with the fully constrained model.

Perturbations evoked transient bursts in MUs, with
M1 and M2 components. The reciprocal M1 pertur-
bation responses (excitatory during lengthening and
inhibitory during shortening perturbations) were medi-
ated via the afferents, which had the correct sign and la-
tency in both cases. The M2 response, mediated by cor-
tical excitation, involved a transient co-contraction and
thus required the simultaneous activation of flexion and
extension MUs. In response to extensor muscle stretch
the transient excitation was transmitted from the affer-
ents to both the extension and flexion CM units. In or-
der to produce the counter-intuitive excitatory cortical
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perturbation response of the CM units during short-
ening perturbations, the brief pause in afferent input
was converted to excitation by the local cortical units
that then disinhibited the CM units. Thus the indepen-
dent excitatory loop of unidirectional CM, RM and af-
ferent units for simple flexion/extension was decon-
structed and modified with cross-connected afferent
input to CM units and with inhibitory cortical cross-
connections to generate appropriate responses to ex-
ternal perturbations.

The model makes numerous predictions that could
be tested experimentally. First, co-contraction was
achieved with a simultaneous activation of the flexor
and extensor circuit usually activated reciprocally, and
did not require major modifications in weights or ac-
tivations to generate co-contraction. Reflex tests in
humans indicate that reciprocal and co-contraction of
ankle muscles involve differences in interneuronal re-
cruitment mediated by presynaptic inhibition (Nielsen,
1998), which was not incorporated in our model. How-
ever, the prediction of the model could be experimen-
tally tested in a monkey performing alternatively a
flexion/extension and a stiffening task (Humphrey and
Reed, 1983). Secondly, the role of the inhibitory cor-
tical neurons could be further tested with bicuculline.
The model predicts that during step tracking the antag-
onist muscles will be co-contracted due to increased
activity of motor cortical output cells, as found empir-
ically in the monkey for untrained wrist movements
(Matsumura et al., 1991, 1992). Furthermore, injec-
tion of bicuculline in the red nucleus or the spinal
grey matter could also be tested empirically and com-
pared to the co-contraction patterns predicted by the
model.
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