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� Microgrids with solar power and energy storage are studied through modeling.
� A single particle battery model was used to study microgrid battery storage.
� System demand effects for microgrids are examined.
� Results on microgrid autonomy and battery usage are report for differing demands.
� Seasonal solar variation reduces battery utilization from optimal levels.
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a b s t r a c t

The growth of intermittent solar power has developed a need for energy storage systems in order to
decouple generation and supply of energy. Microgrid (MG) systems comprising of solar arrays with
battery energy storage studied in this paper desire high levels of autonomy, seeking to meet desired
demand at all times. Large energy storage capacity is required for high levels of autonomy, but much of
this expensive capacity goes unused for a majority of the year due to seasonal fluctuations of solar
generation. In this paper, a model-based study of MGs comprised of solar generation and battery storage
shows the relationship between system autonomy and battery utilization applied to multiple demand
cases using a single particle battery model (SPM). The SPM allows for more accurate state-of-charge and
utilization estimation of the battery than previous studies of renewably powered systems that have used
empirical models. The increased accuracy of battery state estimation produces a better assessment of
system performance. Battery utilizationwill depend on the amount of variation in solar insolation as well
as the type of demand required by the MG. Consumers must balance autonomy and desired battery
utilization of a system within the needs of their grid.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

In the past decade, distributed energy resources (DER) have seen
rapid growth as more small scale technologies for power genera-
tion have become economically favorable. DER growth has driven
more communities and individual entities to operate Microgrids
(MG), which allow consumers greater control over their energy
resources [1]. Many of the DERs that are present in MGs are inter-
mittent, renewable based generation such as solar and wind power.
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In order to be used effectively, these systems must utilize energy
storage to provide power during times when generation is not
producing at full capacity.

Within the electric grid, power generation must match con-
sumer demand in real-time. Since electricity is perishable (it must
be used immediately upon creation) and consumer demand can
fluctuate on a short (seconds and minutes) timescale, power gen-
eration is often run in excess of actual demand requirements in
order to maintain the minimum level of electricity required by the
grid [2,3]. Energy storage can help to remove the perishable nature
of electricity [4]. Energy storage is already used within the electric
grid in the form of flywheels and other short term storage methods
(used for spinning reserve) which help alleviate some of the excess
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capacity requirements, maintaining a robust and flexible grid. This
type of storage however has a very short discharge time, and due to
friction and kinetic losses will lose most of its stored energy within
15 min [5]. Applications where energy storage is useful in the
current electric grid and MGs include: system regulation (fre-
quency and voltage), spinning reserve, peak shaving, peak shifting,
load leveling, and transmission support [6,7].

MGs combine DER and energy storage, allowing consumers to
set up local electrical networks where power is produced and
consumed without being transmitted over long distances. Two
types of MGs exist: islanded and grid-tied systems. Islanded sys-
tems are not connected to any regional or national grids and must
generate all of their power within theMG [8]. Grid tied systems can
operate in islanded modes (sometimes referred to as emergency
mode), however, they maintain a connection to the grid and will
typically draw power from the grid during times of high demand
and low internal generation. They will send power to the grid
during times of high internal generation and low demand [9]. A
grid-tied systemwill only go into islanded mode when the external
grid has a failure and cannot supply power to theMG [10]. Grid-tied
systems are less strict in their requirements for generation and
storage sources because they can use the grid to supplement any
power shortfalls and will take energy directly from the grid when
economically favorable.

When deciding the desired autonomy of the system (the
amount of time that the MG output will match demand), islanded
systems will need to operate near 100% autonomy to be effective,
while grid-tied systems can operate at lower levels [11]. Autonomy
is the inverse metric of Loss of Power Supply Probability (LPSP)
used in similar studies [12]. The desire for 100% autonomy can lead
systems to be overbuilt (only using their theoretical capacity a few
days per year) [13]. This paper studies how to maximize capacity
usage based on a combination of demand and generation
requirements.

Sizing and system performance analyses of battery systems have
been performed for grid applications in connection with conven-
tional generation sources [14], single intermittent renewable
sources [15e17] and combined hybrid renewable source systems
[11,12,18e20]. Inclusion of system demand within MGs has
increased the fidelity of simulations [21]. However, when ac-
counting for battery systems, these simulations utilize simple
empirical-based or equivalent-circuit based models (ECM). When
sizing and analyzing system performance for battery storagewithin
grid applications, accurate measurements of state-of-charge (SOC)
are required for both controlling the battery and monitoring the
depth-of-discharge (DOD). The previous work mentioned above
has not utilized models rigorous enough to provide accurate mea-
surements of battery utilization and SOC throughout long simula-
tion periods. Using inaccurate models for battery systems forces
underutilization of battery capacities in order to maintain safe and
continuous operation. Previous work has restricted the operational
SOC range and limited DOD during operation [22]. Additionally,
empirically based models struggle to account for capacity fade and
changes to operating conditions. We show that using the SPM,
autonomy and battery utilization can be tracked accurately over the
course of an entire year, avoiding the problem of refitting the ECM
for changing seasonal insolation.

1.1. Common definitions

The following terms and metrics will be used in assessing the
system operational characteristics.

� State-of-Charge (SOC): The percentage of a full charge that re-
mains stored in thebattery. A fullychargedbatterywill have a SOC
of 100%anda completelydischargedbatterywill have a SOCof 0%.
Our studies use lithium anode concentration to track SOC:

SOC ¼ Cs
n

s (1.1)

Cmax;n

� Depth-of-Discharge (DOD): The percentage of capacity used
during a discharge cycle. We track DOD based on SOC:

DOD ¼ SOCinitial � SOCfinal (1.2)

� Battery Utilization: The amount of storage capacity used during
battery storage. If a battery experiences a full discharge during
one daily cycle, the battery utilization will be 100%. To track this
metric in the SPM, all discharge energy is summed and divided
by the energy discharged during a single 100% DOD discharge.
For systems that experience a single cycle per day, this term
approximates to the average DOD for a battery. For real systems
this value could be greater than one if multiple deep cycles are
experienced on a daily basis.

Battery UtilizationAnnual ¼
P

Energydischarged
365ðEnergy100%DODÞ

(1.3)

� Maximum Power Demand to Maximum Solar Power Output Ratio
(MDMP): This metric measures how the power demand relates
to the power output from the solar array. For a solar array that
has a maximum power rating of 1 MW, a MDMP ratio equal to
one would correspond to a maximum power demand of 1 MW.
The amount of energy that is demanded will vary based on the
shape of the demand curve. The ratio is used so that the demand
can be studied independently of the solar array and battery size.

� Battery Energy Capacity to Solar Energy Capacity Ratio (BCSC):
This metric measures the energy storage capacity of the battery
in relation to the amount of energy supplied from the solar array
during a day of 12 h solar insolation with no cloud cover. A ratio
of one would mean that all of the energy produced by a solar
array during a 12 h day could be stored in the battery. The BCSC
ratio accounts for the energy capacity of the battery storage
system. Formost studies that BCSCwill remain constant because
the size of the solar array and battery capacity will remain
constant, while different levels of demand are studied by
altering the MDMP ratio (increasing the MDMP will simulate a
larger demand for the same sized system).

This paper has defined the MDMP and BCSC ratios as new terms
which help the analysis of combined solar-battery systems by
allowing comparison between systems, independent of a specific
system (or demand) size.
2. Microgrid elements

Three important elements of the MG model are: demand, gen-
eration, and storage. The relationship between these three



Fig. 1. Schematic showing how information and energy is transferred throughout the
MG.
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elements within the MG is shown pictorially in Fig. 1. More on the
connection between these components is discussed in the
following subsections.
2.1. MG demand

Each MG will have a load profile for the power it needs to
operate. These loads will vary over the course of a day and can
Table 1
Demand curves studied.

Demand type Duration Description

Trapezoid 4e10 h One hour of linear rising demand to max power,
hour of linear falling demand

Parabola 4e10 h A parabolic shaped curve that reaches max powe

Constant 24 h A steady demand curve that remains the same th

Sinusoid 24 h A sine curve with a 24 period (all day) with a min
power (amplitude 1/4 max power) occurring at 3
occurring at 3:30PM
change seasonally. Grid-tied MGs have to determine what portions
of their demand will be covered by the MG's generation instead of
being supplied from the external grid. Some MG systems will use
energy storage for arbitrage purposes, meaning charge is stored
using the electric grid when electric prices are cheap and released
to the MG when electric prices are high. This practice focuses on
using storage based on the economic variations in the electric
market rather than utilizing the available generation most effec-
tively and can cause aMG to demandmore energy than required by
its immediate loads. In our study, we exclude the application of
arbitrage and assume that the MG demand will never exceed its
load.

Different demand structures (driven by different application's
needs) will create varying needs among energy generation and
storage components. Four different types of demands were studied
(shown in Table 1): Trapezoidal; Parabolic, Constant; and Sinusoi-
dal. These types of demand are representative of different needs for
both islanded and grid-tied systems.

The total size and amount of individual loads that are being
powered through a solar and battery MG system affects the
discreteness of the demand. For a small number of defined loads
the demand can change swiftly depending on when the loads are
turned on or off. Individual case studies have looked at discrete
loads but have been limited in their scope for being applied
generally [23,24]. For systems supporting many loads, the demand
curve will show smoother characteristics because the relative
change caused by any individual load will become much smaller.
For our simulations, we used demand curves that are approximate
Shape

constant max power, one

r at its midpoint

e entire day

imum of ½ max
:30AM and maximum
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for systems of large enough size to reduce discrete demand
fluctuations.

2.2. Power generation

After determining the portion of theMG's demanded power and
duration that will need to be supplied internally, the generation
source must be sized so that it can produce the daily energy
required. For this paper, solar power is the only generation source
within the MG considered. Therefore, the amount of energy pro-
duced will be dependent on the size of the solar array and the daily
insolation characteristic of theMG site. For complete utilization, the
total amount of energy demanded from the system should equal
the total amount of energy generated by the system:

Ztf ;demand

ts;demand

PDðtÞdt ¼
Zsunset

sunrise

PGðtÞdt (2.1)

where PD is the instantaneous power demanded and PG is the
instantaneous power generated. Average values for daily solar en-
ergy insolation data are available for any US location through
NREL's SWERA database and will allow for an estimate for how
large a systemwill need to be [25]. The average values do not show
how a location's insolation will change seasonally.

2.3. Energy storage

While energy storage creates flexibility for power delivery
within a MG, it remains expensive, and therefore only the amount
of storage capacity that is required to meet demand should be
added. To determine howmuch storage capacity is needed within a
system, the difference between the power generation curve and
power demand curvemust be ascertained.When generation occurs
at the same time as demand, power generated can be sent directly
to the MG without energy storage. The remaining difference will
have to be stored for later use as shown below:

When PG > PD Then
Z

PG tð Þ � PD tð Þð Þdt ¼ CapacityStorage (2.2)

It is assumed that excess energywill not go to any external grid, but
will be focused on being used directly within the MG.

For the cases studied in this paper using only solar power for
generation, the amount of capacity needed will vary seasonally due
to changes to day length and therefore total daily energy will also
vary. Additionally, the charging rate will affect the charging effi-
ciency, which can skew the measured capacity [26]. However, we
assume near 100% coulombic efficiency for the battery model so
that no side reactions occur during cycling. To determine the
required capacity, battery utilization (howmuch of total capacity is
used daily) is studied in conjunction with system autonomy. In this
study, we assume that the battery can safely undergo 100% DOD
without side effects.

3. Solar and battery models

A wide range of models are available for the individual struc-
tures present in solar-battery systems [27]. In the case of MG
simulations, the models should be both representative of the sys-
tems (accurate) and computationally efficient (fast). For solar
insolation and power generation from panels, we use perfect half
sine curves that are scaled depending on the length of the day. The
day length is varied to simulate seasonal changes in solar insola-
tion. These insolation curves are run through a circuit based solar
model that yields a power output which can be fed into the MG
[28]. The maximum power output is scaled depending on the study
to maintain a set ratio of capacity with the battery model. The IeV
curve for the solar array was obtained using the circuit equation:

I ¼ IPV � I0

�
exp

�
V þ RsI
Vta

�
� 1
�
� V þ RsI

Rp
(3.1)

where I is the solar array current, IPV is the photovoltaic current, I0 is
the saturation current, V is the solar array voltage, Vt is the thermal
voltage, Rs is the series resistance, Rp is the parallel resistance, and a
is the diode ideality constant. Because of the static nature of the
solar array during simulation, a circuit model approximation for the
solar cell is relevant, while the dynamic battery cannot be accu-
rately modeled with a circuit element.

The lithium ion battery system simulated here contains two
porous electrodes and a separator with electrolyte in all three re-
gions. For the battery, we use a single particle model (SPM) that
approximates the dynamics of a battery's porous electrode with a
single particle for each electrode while incorporating battery ki-
netics [29]. In a discharged state, lithium is typically stored in the
cathode as a metal oxide compound. In order for charging to occur,
lithiummust diffuse to the electrode surface, deintercalate from the
cathode, transport through the electrolyte as a lithium ion to the
anode surface, and then intercalate into the anode where it can be
stored until discharge. Fick's 2nd law governs the diffusion of
lithium through the solid electrodes (assuming spherical particles
and diffusion as the only mechanism of transport inside the par-
ticles) defined as [30]:

vcsi
vt

¼ Ds;i

 
v2csi
vr2

þ 2
r
vcsi
vr

!
i ¼ n;p (3.2)

where cs is the solid phase lithium concentration, Ds is the diffusion
coefficient for the electrode, and i represents either the positive
(cathode) or negative (anode) electrode. Here, the electrode is
represented as a single particle that contains the surface area
representative of the actual electrode [31]. The intercalation/dein-
tercalation reaction is controlled by ButlereVolmer kinetics
described as [32]:

ji ¼ 2ki
�
csmax;i � csi

�0:5
cs0:5i c0:5 sinh

�
0:5F
RT

ðF1 � F2 � UiÞ
�

i

¼ n;p

(3.3)

where j is the flux into the electrode particle, k is the reaction rate
constant for intercalation/deintercalation, csmax is the maximum
solid phase concentration of the electrode, c is the liquid phase
lithium ion concentration, F is Faraday's constant, R is the gas
constant, T is the temperature, F1 is the solid phase potential, F2 is
the liquid phase potential, and U is the open circuit potential. For
low to medium charging rates, the lithium ion concentration in the
liquid can be approximated to steady-state [30,33]. Since the grid
scale system here will be operating at low C-rates, we can assume
constant values in the liquid phase. Additionally, using parabolic
approximations and the volume average approach outlined by
Subramanian et al., we can further increase the computational ef-
ficiency of the model [34,35]. Again, this approach is only valid at
low rates and long times, which are both present in the systems
tested for this paper. While MG systems contains large battery ca-
pacities, these battery packs can be made up of many individual
cells in series and parallel configurations to account for the large
capacities and required voltages of the system. Large capacity packs



Fig. 2. Solar array plus battery storage with trapezoidal demand. A) Power from solar
array is shown in conjunction with the demand of grid and the output of the system. B)
Shows distribution of power that is supplied directly from solar array and power
supplied from battery.
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have utilized both large format cells and small standard 18650 cells
to create the required capacities. For large format cells with thick
electrodes the electrolyte gradient through the electrode becomes
more prevalent, reducing the validity of the SPM assumptions [36].
For the battery systems studied here, we assume that the thickness
of the electrode does not invalidate the assumption that electrolyte
concentrations can be held constant. The largest challenge to esti-
mating SOC for an entire battery pack is the individual cell SOC
estimation [37]. We assume that the individual cells within the
larger battery pack are evenly balanced and therefore representa-
tive of the larger pack states.

The SPM uses equations (3.2)e(3.3) to track lithium concen-
trations at the electrodes and solid phase potentials at the electrode
and separator regions. The SOC of the battery is directly related to
the lithium concentration at the cathode and anode (Eq (1.1)). By
accurately estimating the lithium concentration, the SPM allows for
a much more accurate measure of SOC during battery operation
than look-up tables and empirical models that use only current or
voltage as a proxy for SOC. In addition to more accurate SOC, the
SPM increases accuracy of voltage and energy measured based on
applied current.

The SPM has proven to be a more accurate model when
compared to the ECM because its governing equations reflect the
actual electrochemical processes occurring in the battery [38].
Electrochemically based models have been shown to achieve
higher accuracy than their ECM counterparts, but ECM continue to
be used for real-time battery management systems (BMS) due to
their simplicity and robustness within microcontroller environ-
ments [39e43]. For non-BMS studies, electrochemical models such
as the SPM are favored [31,33,44]. In some cases, enhanced ECM
models have been applied by using the SPM theory to increase
model accuracy [45,46]. A major challenge for ECMs is accurately
measuring the SOC of the battery when charging rates are not
constant. For solar charging when the current is constantly
changing throughout the day and the rates of charging vary
seasonally as well, ECMs are not well calibrated to accurately pre-
dict the SOC, voltage, or energy output during the entire simulation
period because they are not valid outside of the operating condi-
tions for which they are developed [47]. For a battery being charged
through solar power and discharged based on grid demand, the
operating conditions are constantly changing, creating the need for
an accurate model that can better account for changing conditions.
The SPM has shown to be more adaptive to changing operating
conditions. While an accurate ECM using complex circuits can be
used for a single case study, themodel will not retain its accuracy as
well as the SPM over the entire lifetime of the study because of the
changing operating conditions.

We compared the SPM to a common ECM that uses a voltage
proxy for SOC estimation. The ECM was based on a circuit con-
taining an open circuit voltage source, a series resistance and an
element with a parallel resistance and capacitor [48e51]. The cir-
cuit can be represented by the equations [52]:

dVC

dt
¼ �1

RCCC
VC þ 1

CC
iapp (3.4)

Vb ¼ VOC � VC � R0iapp (3.5)

where Vb is the battery voltage, VOC is the open circuit voltage, VC is
the capacitance voltage, R0 is the ohmic resistance, CC is the
capacitance, RC is the capacitor parallel resistance, and iapp is the
applied current. The ECM was calibrated based on a 1C charge rate
and set to match the capacity of the SPMmodel. For a single charge
the percent difference between the ECM and SPM was 1.2% for the
voltage and 1.3% for the SOC throughout charging, underestimating
values early in the cycle and overestimating values later. While the
difference is acceptable for a single cycle, the error will accumulate
when the models are used to track multiple cycles.

Additionally, changing the applied current from the original
current creates error in the ECM. When studying a test case of the
MG system (12 h day with 1 BCSC and 4 h demand of 2 MDMP
starting at 6PM) the ECM found the system running at 87.5% Au-
tonomy and 100% battery utilization. The SPM found autonomy of
89.0% and battery utilization of only 94%. A major discrepancy with
the ECM is the inaccuracy of the calculated voltage-SOC relation-
ship when the operating conditions are changed. Under the test
case the ECM shows 100% SOC being reached before the normal
voltage cut-off, which is a response from the empirical nature of the
SOC estimation method.

While including more rigorous physics-based battery models
(beyond the SPM) may be useful for simulating single cycles, the
use of the SPM allows for simulation of a year's worth of system
data on the order of minutes which cannot be matched by
higher-order models [38]. The balance of efficiency with accurate
SOC, voltage, and energy output estimation that the SPM offers
allows for better analysis without heavily increasing computa-
tional time.

In the model environment, the battery and solar cell systems are
combined through a series of controls that manipulate where the
power is being delivered throughout the system. During periods of
no demand, any available power from the solar cells will go directly
to charging the battery. Once demand begins, power will be pro-
vided directly from the solar cells with any power amount above
the level of demand continuing to go into battery charging. If power
from the solar cells decreases below the desired level of demand,
the battery will begin to discharge to make up the difference. The
system is controlled through a series of modeled switches that can
divert the power within the system to any component, with the
primary goal of meeting demand levels. Simulations were



Fig. 3. Solar array plus battery storage with trapezoidal demand. In this case the
system cannot meet demand at all times. A) Power from solar array is shown in
conjunction with the demand of grid and the output of the system. B) Shows distri-
bution of power that is supplied directly from solar array and power supplied from
battery.

Fig. 4. SOC for cases in Figs. 3 and 4.

Fig. 5. Sinusoidal approximation versus real data from Phoenix site July 18th, 2012
[59].

Fig. 6. Differences in yearly autonomy for four metropolitan regions based on the
differences in day length variation based on latitude (weather indifferent) (BCSC 0.5).
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conducted in the MAPLESim environment and run with a variable-
step Rosenbrock solver.

4. Single day case study

Two examples of the solar-battery system are shown in Figs. 2
and 3 to help explain the dynamic relationship between demand,
generation, and storage. For the first case, a 12 h half sinusoidal
solar insolation curve with peak solar insolation of 1000 W m�2 is
used. The demand for the system is an 8 h trapezoid with a MDMP
of 1 centered at 3:30PM (the trapezoid contains one hour of rising
power demand, beginning at 11:30AM, and one hour of falling
power demand ending at 7:30PM with a 6 h period of maximum
demand in between). Fig. 2 shows that the power used directly
from the solar array and from the battery storage meets demand at
all times.

Fig. 3 shows a case where the energy demand is too great for the
system under its current size and insolation. For a 12 h trapezoidal
demand with a MDMP of 0.83 centered at 3:30PM, the solar array
(same characteristics as previous case) does not produce enough
energy and therefore supplies power only part of the time. In this
case the system does not meet the required demand for 11.5% of the
time, the system can only provide 79.4% of the demanded energy
(Autonomy of 79.4%). Also important to note in the second case is
that the capacity of the battery is underutilized, never being close
to fully charged. Under the second case's conditions, the battery is
only utilizing 57.2% of its total capacity during a single cycle
(compared to 82.3% in case 1). The SOC is shown in Fig. 4 for both
cases, showing how a fully charged battery state was never ach-
ieved. The SOC values here are calculated based on actual lithium
concentration in the electrode, rather than as a proxy from voltage.
The ability to track SOC based on internal parameters increase the
accuracy of the measurement. In order to satisfy the external de-
mand, the solar array's output must be increased (increasing the
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array size 26% while keeping the rest of system constant) or the
power demand decreased (decreasing the power demand by 21%
while keeping the rest of the system constant).

5. Results

5.1. Influence of solar intermittency

For the study, half sine curves were used to approximate daily
solar insolation curves. For completely sunny days, the half sinu-
soidal approximation compares well with actual solar insolation
data. Fig. 5 shows our approximation compared to actual data for a
day from Phoenix, AZ. However, our results will show an over-
estimate of available solar energy because we assume no daily
deviations from the approximated curve.

To study annual averages to autonomy and utilization, we tested
each case with insolation curves that ranged from 8 h of sunlight to
16 h of sunlight and weighted the values for how often that type of
day length occurs during the year. An eight hour variation similar to
the one in our study would be experienced near the 49th parallel
(around the western US and Canadian border in the northern
hemisphere). Fig. 6 shows 4 different cities that experience
different seasonal variation in day length. Vancouver's (49�N)
longest day is 8 h longer than the shortest day and its sunniest
month provides 3.83 times as much solar energy as its darkest
month. In Milwaukee, WI (43�N), St. Louis, MO (38�N), and Austin,
TX (30.2�N) day length varies by 6.4 h, 5.5 h, and 4 h, respectively
and the sunniest to darkest month energy ratio is 2.02, 1.89, and
1.66, respectively [25]. The effects of these variations on the au-
tonomy of identical MG systems in each region are shown in Fig. 6.

5.2. Influences of demand variation

The trapezoidal and parabolic demands are more likely to be
used by a grid-tied system and are representative of MG systems
that wish to use their renewable energy to supplant the afternoon
hours of peak demand. Both of these two types of demand were
studied for demand periods ranging between 4 and 10 h.

The constant demand represents a system with a steady load
requirement. The power demand will stay the same for the entire
24 h period. The sinusoidal demand also covers a 24 h period, but
the amount of power demanded varies sinusoidally, peaking in
midafternoon and being weakest overnight. For the sinusoidal
Fig. 7. Autonomy and uncaptured solar energy for solar array with no storage and
constant demand.
demand, the minimum power demand corresponds to half of the
maximum power demanded. This demand structure is more
representative of typical load curves for large MG and regional or
national grids, which can see demand shift by over 100% during the
course of a single day [53]. In general, the times of greatest solar
insolation areweakly coincident with times of peak power demand.
The lowest levels of power demand are during the nighttime and
increase in early morning, reaching its peak in mid-afternoon,
slightly after peak solar insolation (Often the peak demand will
be ambient-temperature driven with high associated heating or
cooling loads) [14,54,55].
5.3. Autonomy and utilization results

A system with no energy storage component can only meet
demand when the solar insolation is greater than the required
demand. The yearly autonomy for a system with no storage and a
constant demand is shown in Fig. 7 as a function of power demand
(in terms of MDMP ratio). Including storage within the system will
increase the autonomy, but the energy capacity of the battery will
determine how much the autonomy changes. Fig. 8 shows auton-
omy and battery utilization for three different battery sizes (BCSC-
0.25, 0.5, and 1) under sinusoidal demand. As battery capacity in-
creases, autonomy will increase, but only to the point where the
power demanded exceeds the combined capacity of the solar array
and battery. At this point, autonomy will remain the same (same in
the BCSC 0.5 and 1 cases), while the battery utilizationwill begin to
decrease because the battery can never be fully charged by the solar
array. Table 2 shows the differences in battery utilization for
differing demand and battery sizes.

The shape of MG demand affects the autonomy and battery
utilization. Fig. 9 shows the autonomy and battery utilization for
the four different types of demand curves with the MDMP Ratio
normalized on an energy supplied basis (the same amount of en-
ergy is demanded by all 4 demand types at each MDMP Ratio) to
allow for comparison of demand shape only. A MG that switches its
demand from a sinusoidal demand to a trapezoidal demanded will
experience greater autonomy, but lower battery utilization. The 24
h demand periods experience lower levels of autonomy because
the percentage of energy demanded that is coincident with solar
power is lower than the other cases.

In addition to the demand shape, for the parabolic and trape-
zoidal demands the timing of the demand load effects MG
Fig. 8. Autonomy and battery utilization of sinusoidal demand for different battery
sizes.



Table 2
Battery Utilization for the maximum power output demanded that still yields 100%
autonomy for each of the four types of demand under three different battery sizes.

BCSC Constant (%) Sine (%) 4 h Trap (%) Parabolic 4 h (%)

1.0 34.7 39.48 38.41 29.83
0.5 69.4 79.15 76.4 56.36
0.25 79.2 25.07 52.69 58.67

Fig. 9. Autonomy and battery utilization of each of the four demand types under the
same sized system (BCSC 0.5).

Fig. 10. Autonomy and battery utilization based on timing of trapezoidal demand. The
time represents the trapezoid's variation from maximum solar insolation.

M.T. Lawder et al. / Journal of Power Sources 279 (2015) 645e655652
operation. Fig. 10 shows the variation in autonomy and battery
utilization for a 6 h trapezoidal demand centered at different times
of a day. In Fig. 10, the demand is always a 6 h trapezoidal demand
(varying in energy demanded based on MDMP), but the timing of
the load changes. The 6 h trapezoidal demand curves are centered
to occur at noon, 3:30PM, 6PM, or 9PM shown in the legend as the
deviation of the load timing from noon (0, 3.5, 6, and 9 h). Since the
solar insolation being used for this study is an approximation that is
symmetrical, the results show the difference in the load timing
between the center of the demand curve and the center of the solar
insolation curve. The shape of autonomy and especially battery
utilization was affected by the time of demand, with the battery
utilization being more linear (as it approaches its maximum) for
demands that are not coincident with solar insolation. The closer
the timing of the load is to the timing of solar insolation, the less the
battery must be used to supplement power, which leads to higher
levels of autonomy and lower levels of battery utilization. When
building isolated microgrids some loads will be dispatchable
allowing them to be turned on or off at different times throughout
the day. In general for isolated systems, placing loads coincident
with available solar power will provide the greatest benefit.

Figs. 11e14 show cases that study the variation in demand
length for the parabolic and trapezoidal demand curves being used
for relieving peak loads. Three-dimensional plots of autonomy
(Fig. 11) and battery utilization (Fig. 12) with a BCSC of 0.5 for all
trapezoidal demand lengths are shown (Note a reversed x-axis
(MDMP ratio) in Fig. 12 is used to show the main contour of the
battery utilization plot in three dimensions). For the case shown in
Figs. 11 and 12, when the 4 h trapezoidal demand is required, the
battery storage capacity of BCSC 0.5 is well sized between MDMP of
1.5 and 2. However, when the 10 h trapezoidal demand is required,
the battery storage is poorly sized, never reaching over 60% of
utilization.

Similar effects are present in the case of parabolic demand
curves. Three dimensional plots of autonomy (Fig. 13) and battery
utilization (Fig. 14) for all parabolic demand lengths are shown
(Note a reversed x-axis (MDMP ratio) in Fig. 14 is used to show the
main contour of the battery utilization plot in three dimensions).
The major difference between the trapezoid and parabolic demand
is that the parabolic demand is thinner than the equivalent trape-
zoid demand resulting in slightly higher levels of autonomy and
battery utilization shown in Figs. 13e14.

6. Discussion

When determining the best possible size and use of a solar
battery system within a MG, many individual factors about the site
and desired uses within the MG environment must be taken into
account. No single solution will fit all the cases. The study for this
paper offers an outline of how to approach best determining a
system's size and operational characteristics by establishing the
model for determining the relationship between a system's au-
tonomy and the battery utilization associated with different ap-
plications. Autonomy and battery utilization cannot be maximized
simultaneously in most cases. Rather a balance which best fits the
consumer's needs and the site must be reached between both
metrics. Using the methods outlined in this paper, future work will
begin to focus on individual sites using site insolation and weather
patterns to help determine best case system and operational
characteristics for MG objectives.

One assumption of the paper is that increased battery utilization
is always beneficial in the lifetime effectiveness of a battery system.
Changes in DOD will affect the cycle life of a battery [56]. The
relationship between DOD and cycle life is not well understood,
however some cases have shown that lower levels of DOD can in-
crease the nominal cycle life of the battery when accounting for
lifetime energy storage [57,58]. Operating a battery at lower DOD
will increase the cycle life, but will require a larger initial battery
capacity and therefore higher upfront cost. Assuming a linear in-
crease in nominal cycle life with a decrease in DOD, in order to see
any economic benefit from installing a larger capacity battery and
operating at lower DOD, the increase in nominal cycle life would
need to increase at a rate of at least one percentage point for every
percentage point decrease in DOD. Fig. 15 shows the relationship of
system cost in respect to average DOD and rate of nominal cycle life
increase. The nominal cycle life slope is a measure of howmuch the
battery's nominal cycle life will increase due to lowered DOD. At a



Fig. 11. Autonomy for all trapezoidal demand lengths (BCSC 0.5).

Fig. 12. Battery utilization for all trapezoidal demand lengths (BCSC 0.5). Note that the
x-axis (MDMP ratio) has been inverted in order to highlight the contours.

Fig. 14. Battery utilization for all parabolic demand lengths (BCSC 0.5). Note that the x-
axis (MDMP ratio) has been inverted in order to highlight the contours.
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slope of one, there would be no gain in nominal lifetime. The bat-
tery would output the same amount of energy over its lifetime (For
example: 1000 cycles at 100% DOD or 2000 cycles at 50% DOD). For
any slope greater than one, the total energy the battery can
discharge during its lifetimewill be greater at lower DOD. The slope
is a relative measure of how much additional energy output can be
Fig. 13. Autonomy for all parabolic demand lengths (BCSC 0.5).
gained from operating at a lower DOD. However, these increases
can be partially offset by the need for a larger initial battery. The
normalized lifetime cost measured in Fig. 15, accounts for both the
increase in battery lifetime from the nominal cycle life slope and
the increased initial battery capacity needed to operate at lower
DOD and is normalized to the cost per kWh supplied (over the
entire lifetime) for a battery operating at 100% DOD.

Lifetime Cost ¼ Initial Battery Cost
Total Energy Provided

(6.1)

While small gains in lifetime cost can be seen at small DOD
reductions and low nominal cycle life slopes, the types of nominal
cycle life increases required to see economic benefits are greater
than those from experimental studies for Li-ion batteries and
therefore attempting to achieve the highest battery utilization is
beneficial for system economics [56e58].

7. Conclusions

During the course of the year, the variation in solar insolation
and demand makes it difficult to determine the best MG system
components for meeting specific demand requirements. Con-
sumers often have to choose between maximizing autonomy or
Fig. 15. Normalized battery lifetime cost as a function of average DOD and increase in
nominal life due to shallower DOD(shown as nominal cycle life slope). All costs are
normalized to the cost of a 100% DOD system. The black line represents no change in
nominal cycle life due to shallower DOD (Nominal Cycle Life Slope ¼ 1). Assumes a
linear approximation of nominal cycle life as a function of DOD.



(continued )

Rs Equivalent series resistance
Rp Equivalent parallel resistance
RC Capacitor parallel resistance (ECM)
R0 Ohmic resistance (ECM)
CC Capacitance (ECM)
a Diode ideality constant
iapp Applied current (ECM)
Units
MW Megawatts
MWh Megawatt-hours
Wm�2 Watts per meter squared
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battery utilization. This paper outlines a model for determining MG
system autonomy and battery utilization based on application de-
mand and system size. This model can be used to establish the best
possible solar array and battery storage for a desired application.
Under the demand types tested, we found that demand shape and
timing affect the system autonomy and battery utilization. When
studying autonomy, the solar array size had a greater effect, while
the battery size had a greater effect on battery utilization.

Use of the SPM allowed for greater accuracy when studying the
SOC, energy output, and battery utilization for batteries operating
in conjunction with intermittent renewable generation when
compared with empirical battery estimates. The model allowed for
fast and accurate simulation of the combined systems and
enhanced the system's ability to control energy storage while
maintaining safety and performance.

As more MG and DER enter the grid, tighter control and moni-
toring of a regional network of grids will be important in fully
utilizing the available power capacity. Future work will use real
solar insolation patterns from regional sites along with true de-
mand curves in order to better assess how individual systems will
function and to determine how similar systems placed in different
locations (experiencing differing solar insolation and weather
patterns) will affect the system's autonomy and battery utilization.
Additional future work will look to include fade mechanisms into
the SPM for better lifetime assessment of systems. Knowledge of
the internal states through the SPM allows for more accurate fade
mechanisms to be included in the future.
List of abbreviations, variables, parameters, and units.

Abbreviations
MG Microgrid
DER Distributed Energy Resource
LPSP Loss of Power Supply Probability
SOC State of Charge
DOD Depth of Discharge
MDMP Max Power Demanded to Max Solar Output Ratio
BCSC Battery Energy Capacity to Solar Energy Capacity Ratio
ECM Equivalent Circuit Model
SPM Single Particle Model
NREL National Renewable Energy Laboratory
SWERA Solar and Wind Resource Assessment
BMS Battery Management System
Variables and parameters
PD Power demanded
PG Power generated
cs Lithium concentration (solid phase)
c Lithium ion concentration (liquid phase)
csmax Maximum lithium concentration for solid phase
Ds Solid phase diffusion coefficient
SOCinitial State-of-Charge at beginning of discharge
SOCfinal State-of-Charge at end of discharge
Battery

UtilizationAnnual

Annual Battery Utilization

Energydischarged Energy discharged during simulation
Energy100%DOD The amount of energy discharged for a single 100% DOD

cycle
CapacityStorage Storage Capacity
j Flux at electrode surface
k Reaction rate constant
F Faraday's constant
R Universal gas constant
T Temperature
U Open circuit potential
F Potential
I Solar array current
IPV Photovoltaic current
I0 Saturation current
V Solar array voltage
Vt Thermal voltage
Vb Battery voltage (ECM)
VOC Open circuit voltage (ECM)
VC Capacitance voltage (ECM)
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