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Abstract. We present a general way to devise efficient phase cycles for arbitrary electron spin echo
envelope modulation (ESEEM) experiments. The method determines all coherence transfer pathways
contributing to the measured signal, selects those of interest and then examines all possible nested
phase cycles in order to find those that achieve the required selection. The procedure is used to find
efficient nested phase cycles for ESEEM sequences containing up to nine pulses: two-pulse, three-
pulse and five-pulse ESEEM, standard and six-pulse hyperfine sublevel correlation (HYSCORE) as
well as their extensions including remote echo detection. In addition, it is shown that by shifting the
last pulse by 90°, three-pulse ESEEM and HYSCORE do not need phase cycling in the case of a
symmetrically excited line.

1 Introduction

In nuclear magnetic resonance (NMR) and pulse electron paramagnetic resonance
(EPR), multiple-pulse sequences produce a series of free induction decays (FIDs)
and echoes. Among these, only one is of actual interest. All the others distort
the measurement, but can be removed by phase cycling [1-3], a procedure where
the pulse sequence is repeated several times with different pulse phases and the
resulting signals are linearly combined so that all signal contributions except the
wanted echo or FID cancel. Even though the general principles of phase cycling
have been laid out in 1984 [1], it continues to attract interest in NMR [4—12].
In EPR, the only work entirely dedicated to phase cycling was published in 1990
[2], although phase cycles for specific experiments appear in various places, e.g.,
refs. 13-17.

This work was initiated by attempts to devise appropriate phase cycles for
five-pulse electron spin echo envelope modulation (ESEEM) [14] and six-pulse
hyperfine sublevel correlation (HYSCORE) [15] as well as their combinations with
remote echo detection [16], yielding pulse sequences with eight and nine pulses,
respectively [17]. These sequences are too long to allow for a straightforward
intuitive design based on the principles outlined in ref. 2, and a more systematic
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approach was desirable, which we now summarize in this work. Using this ap-
proach, we examined several often employed ESEEM sequences with and with-
out remote echo detection and computed phase cycles for all of them. Although
some of them are not new, it might be beneficial to have all of them compiled
in one place. As an unexpected twist resulting from our systematic investigations,
we discovered phase-shifted variants of three-pulse ESEEM and HYSCORE where
crossing echoes are out of phase with respect to the echo of interest and thus do
not need phase cycling in the case of a symmetrically excited line.

In this paper we proceed as follows. First, facts about coherence transfer path-
ways in ESEEM are summarized, as they form the basis of the theory behind phase
cycling. The effect of pulse phases on measured signals is discussed and the con-
cept of phase cycling is introduced. This is followed by a description of the method
used to devise phase cycles, consisting of a selection of relevant pathways, proper
phasing of the pulses, and a systematic search for appropriate phase cycles. We
then derive old and new phase cycles for a series of ESEEM experiments. Nu-
merical simulations and experimental demonstrations are included.

2 Background

As shown in Fig. la, a general ESEEM pulse sequence consists of a series of N
microwave pulses P; separated by N — 1 periods (delays) of free evolution of
length #. The ESEEM signal, the amplitude of an electron spin echo from the
paramagnetic sample, is detected after a delay of length ¢, after the last pulse.
The delay lengths can be written in vector form

t=(t, t, ..., ).

In the following, let us assume that the lengths of the pulses and the width
of the detection window are negligible with respect to the delay lengths #. This
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Fig. 1. a General ESEEM pulse sequence consisting of N microwave pulses P, followed by N intervals
of free evolution (delays) of length #. b Example of a coherence transfer pathway for a spin system
consisting of one electron spin. p is the coherence order, Ap the change in p induced by a pulse.
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assumption does not invalidate the final results, but alleviates the notational bur-
den considerably.

In an ESEEM experiment, the echo amplitude is measured as a function of
one or several delay lengths, giving one-, two-, or, in general, D-dimensional
time-domain data. Along each dimension d, some of the delays are prolonged
or shortened in K, steps (k, = 0, ..., K, — 1), independently (e.g., in HYSCORE)
or simultaneously (e.g., in the 2-D sum combination frequency experiment [18]).
At step k,, the increment of a delay is k, dt,,, where dt,, is the step length of
delay i along dimension d. The vector of all delays at a given acquisition
point k = (k, ..., kp) is

t(k) = t, + dt- k. (1)

t, = (t195 --» Lyy) 1 the vector of initial delay lengths #,,, and dt is an NXD matrix
with dt;, as elements, completely specifying the incrementation scheme of the
ESEEM experiment. Often, there are only one or two dimensions and at most
two incremented delays per dimension. For example, for a HYSCORE experiment
with a step length of dt,; = dt;, = A in both dimensions, the vector of delay
lengths of Eq. (1) is

T 0 0 T

| Tl A0 '[klj: T+ kA |
T,| |0 A|l\k) |T,+kA
T 0 0 T

Phase cycling is based on the concept of coherence order [l, 2]. For a di-
luted sample of paramagnetic centers containing one electron with spin S = 1/2
each, there are three possible (electron) coherence orders. Coherence order 0
corresponds to longitudinal magnetization and is due to spins parallel or antipar-
allel to the external magnetic field direction. Coherence orders +1 and —1 (hence-
forth abbreviated as + and —) represent transverse magnetization and correspond
to spins rotating in a plane perpendicular to the external field. Coherences with
order 0, + and — correspond to the S, S, and S_ components of the density
operator, respectively [19].

As microwave pulses nutate only electron spins, it is sufficient for our pur-
pose to consider electron coherence orders only. If nuclei are coupled to the
electron spin, nuclear coherences of various orders are possible, which modu-
late the amplitude of the echo signal. The presence of these modulations, how-
ever, is not relevant to the design of the phase program. For the purpose of
simulating ESEEM signals [20-22], it is useful to distinguish between zero-order
electron coherence in the o and f manifolds (spin-up and spin-down, desig-
nated as 0, and 0, corresponding to the S, and S, components in the density
operator) [17]. For phase cycling, however, this distinction is superfluous.

Before the first pulse, the electron spins are in thermal equilibrium, and only
polarization corresponding to coherence order zero exists (p, = 0). A pulse P,



18 S. Stoll and B. Kasumaj

transfers magnetization from any order p, — 1 to one or several or all of the pos-
sible orders p,. During free evolution, the coherence order does not change. Thus,
during the pulse sequence, the magnetization divides into several independent
portions that undergo different sequences of coherence order changes. They travel
along different coherence transfer pathways [1], characterized by the history of
coherence orders p, during the N free evolution periods

P =Py Py s Dy

or, alternatively, by the sequence of coherence order changes Ap, = p, — p,_, in-
duced by the N pulses,

Ap = (Ap,, Apy, ..., Apy),

where the coherence order before the first pulse is p, = 0 for all pathways, as
already mentioned. Ap, can have values from —2 to +2. An example of an elec-
tron coherence transfer pathway is shown in Fig. 1b. Since there are three co-
herence orders, the number of possible pathways increases by a factor of three
with each pulse, and there are a total of 3" pathways after N pulses. For two-
pulse ESEEM, there are 9 possible pathways: (+, +), (+, 0), (+, —), (0, +),
0, 0), (0, =), (=, +), (=, 0), and (—, —). The fraction of spins following each
of the pathways will of course depend on the flip angles of the pulses.

In an EPR sample, the resonance frequencies wg of the spins are distributed,
and only very few spins are resonant with the spectrometer frequency @,,,. Most
spins have a resonance frequency offset £ = @, — o,,,, # 0 and acquire a phase
exp(—ip£Xt) during free evolution, where p is the coherence order. Whenever all
spins with different £ are in phase, a signal in the form of an FID or an echo
is observable.

Each pathway gives rise to an FID and possibly a number of echoes. The
FID occurs after a pulse that converted coherence from the initial order 0 to *+1.
The echoes occur at times when the spins have spent equal amounts of time in
coherence of order +1 and —1, which can happen several times along a path-
way. We will denote the last of these refocusing points in time, measured rela-
tive to the detection point, as the in-phase time Az of the pathway. It depends, in
addition to the sequence of coherence orders of a given pathway, on all delay
lengths and is given by

At(t) = Zpi i =p-t. (2)

If At =0, the FID or echo maximum occurs exactly at the detection point,
whereas a negative (positive) Ar means that it occurs before (after) the detection.
For example, the echo due to (0, +, —) in three-pulse ESEEM with delays de-
noted (7, 7, 7) occurs at At=0-7+ (+1)- T+ (=1)- 7= T — 7 relative to the
detection point.

Note that we assign exactly one echo or FID to each pathway. E.g., the path-
way (+, +) describes the FID after the first pulse, and (+, —) describes the echo
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after the second pulse. Actually, all the + coherence after the first pulse contrib-
utes to the FID, and part of it is then refocused and forms the echo. Here, we
divide this coherence into two parts, where the coherence assigned to (+, +) is
the one contributing to the FID only, and the coherence assigned to (+, —) is
the one then forming the echo. Formally, therefore, (+, +) corresponds to the
FID, and (+, —) corresponds the echo alone. This is viable, since we are only
interested in the phase behavior, and not on the actual coherence transfer ampli-
tudes.

Together with a D-dimensional incrementation scheme for the ¢, (Eq. (1)), the
dependence of Ar in Eq. (2) on k is

A(K) = At + At, -k,

where At, = p-t, and At, = p-dt. As the acquisition proceeds, echoes and FIDs
change their position with respect to the detection point, and At changes, some-
times changing sign. For each pathway, At varies between a minimum and a
maximum value

At = Aty + (K — 1)-min(At,,0), 3)

At = Aty + (K — 1) - max(At,,0), 4
with K = (X, ..., K}).

Each pulse has a phase ¢, relative to the receiver reference phase [23]. Ex-
perimentally, only four pulse phases are used in ESEEM: 0° (x), 90° (y), 180°
(—x, abbreviated by X ), and 270° (—y,y). Others are technically more difficult
to implement and calibrate. A quadrature detector acquires signals in two chan-
nels, channel A with phase 0° (x) and channel B with 90° (). Quadrature detec-
tion measures signals from pathways with p, = —1, all other pathways are invis-
ible. In the case of two-pulse ESEEM, the pathways visible to a quadrature de-
tector are (+, —), (0, —) and (—, —). Although quadrature detection is rarely used
in ESEEM, we use it in the pathway analysis, as it is necessary for understand-
ing the phase separation of signals.

After digitization of the two signals S, and S, they are combined into one
complex signal § = S, + iS; in the computer. In a phase program, signals of ex-
periments with different pulse phasings (called the steps in the phase program)
are linearly combined to yield a total signal where undesired signal contributions
are eliminated. The linear combination (LC) coefficients are of the form exp(idy,),
where ¢, is the post-digitization phase [23]. With the four pulse phases given
above, there are only four LC coefficients needed to create all possible distinct
signal combinations: +1, +i, —1 and —i.

The linear combination of the signals from the different steps can be per-
formed directly during the acquisition as part of signal averaging, or alternatively
during data processing on the computer, as it is done in the spectrometer we use
for our experiments.

For designing phase programs, the phase behavior of pathway signals upon
changes of pulse phases is essential. A signal of a pathway with coherence pass-
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ing through an order change of Ap; under the action of pulse i reacts to a change
Ag¢, of the pulse phase by changing its phase w by Ay, = —Ap,Ag. [1]'. More
generally, if several pulse phases are changed simultaneously, the total signal phase
shift is

Ay == ApAd =—Ap- A (5)

As a result of the pulse phase shifts, the pathway signal acquires an addi-
tional phase factor of exp(iAw) = exp(—iApA¢). The phase-shifting property Eq.
(5) is the basis for removing or avoiding disturbing signals in ESEEM experi-
ments.

3 Pathway List

In order to devise an effcient phase program for an ESEEM experiment, all path-
ways that significantly contribute to or disturb the measured signal have to be
determined. This is done in several steps.

(1) At the outset, all possible detectable pathways starting with p, = 0 and
ending in p,, = —1 are enumerated. This depends only on the number N of pulses,
not on the incrementation scheme. Each pulse increases the number of pathways
by a factor of 3, so there are a total of 3V~ ! detectable pathways. E.g., for a three-
pulse sequence (N = 3) there are 9 pathways: (—, —, —), (—, 0, =), (0, —, —),
0, 0, =), (=, +, =), (0, +, =), (+, +, =), (+, 0, =), and (+, —, —).

(2a) Next, if the transverse relaxation time 7,, of the electron spins is known,
all pathways along which coherence completely relaxes before the detection can
be excluded. A pathway signal is decaying due to transverse relaxation during
all delays where it has coherence order |p| = 1. A pathway does not lead to a
significant signal if [p|-t(k) > T, for all k. (In the common case that all in-
crements dt,, are positive, this means |p|-t, > T,.) This relaxational removal
of pathways is sometimes used experimentally in remote echo detection [16],
where the time 7, between the 90° storage pulse and the first pulse of the two-
pulse reading sequence is usually set to 7,, > 57, so that coherences with p = %1
during this period relax. The spins relaxing during a delay i leave their current
pathway and enter the all-zero order pathway p, = ... = p, = 0, so that they can
contribute again to other pathways, e.g., the FID after pulse P,, .

(2b) The amplitude of the coherence transfer effected by a pulse depends
on its flip angle. By computing the total transfer amplitudes for each pathway,
one could determine which coherence transfer pathways give rise to significant

! The sign in this expression has to be carefully considered. For spins with y < 0 like the electron, it
is negative, as stated. For y> 0, the most common case in NMR, it would be positive. However,
the negative sign can be used if Ag, is redefined as —signy times the electronic phase shift. For
more details about these sign issues, see refs. 3 and 6.
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echoes and which do not. In the limit of infinitely short pulses, a 180° pulse
only transfers + to —, — to + and 0 to 0. For real-world pulses more than a
few nanoseconds long and spectra broader than the excitation bandwidth of these
pulses, such a picture is too simplistic, and transfer amplitudes are diffcult to
quantify. In addition, a pulse can have different flip angles for different EPR
transitions, especially in high-spin systems. For these reasons, we will not take
transfer amplitudes into account. Our phase cycles work for arbitrary pulse flip
angles.

(3) Next, we exclude another set of pathways from the further analysis: Any
pathway with an in-phase point that never comes close to the detection point is
invisible during the entire experiment (over the full domain of k) and can be
neglected. An invisible pathway satisfies

Al < — Aty o1 At

min

> Aty (6)

where the value of Az, is determined by the width of the detection window and
the widths of echoes and FIDs. In practice, it is suffcient to set Af,, to a value
of twice the full width at half maximum (FWHM) of the echo, for example, 50 ns.
Any pathway whose in-phase point comes closer than this value to the detection
point contributes to the detected signal. Echo pathway visibility can only be
determined by going through Egs. (3), (4) and (6). On the other hand, the case
of FID pathways is simpler: The FID after the last pulse, from (0, ..., 0, —), is
invisible if #,, > At;, (provided that the last delay is not decremented). In that
case, that is, if the FID after the last pulse does not overlap with the measured

portion of the echo, all other FIDs are invisible, too.
After the three-stage selection process, the remaining visible pathways fall into

two different categories. Signals from pathways with
At > —At, and At

max

< Aty

lie in the detection window for all points k, they are focused. Some of them have
At = At,.. = 0 and consequently Ar = 0 for all k. All other visible pathways
give signals that cross the detection window at some points k during the acqui-
sition, they are crossing.

Each visible pathway can be either wanted or unwanted. The contributions
from crossing pathways are unwanted, as they lead to spikes and similar tran-
sients in the time-domain signal. A properly designed phase program should give
a total signal free of contributions from these pathways. Most of the times, the
signal from all the focused pathways are wanted and should add up. For simple
pulse sequences, there is often only one focused pathway. For some sequences,
some focused pathways are unwanted, e.g., the primary echo from the last two
pulses in five-pulse ESEEM, (0, 0, 0, +, —). If there is more than one wanted
pathway, the relative phase between the signals from these pathways is relevant,
and the phase program must be designed in an appropriate way. We will exami-
ne this next.
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4 Initial Pulse Phases

Before we can continue to examine phase programs, the initial phases of the pulses
have to be chosen. If all pulses have identical phase — which is the case for most
common ESEEM experiments —, all FIDs and echoes occur out of phase with
respect to the pulses. The in-phase part of the signal vanishes for symmetric
inhomogeneously broadened lines excited at the center. If the pulses have x phase,
all signals have *y phase. This can be visualized by considering the resonant
spins only, i.e., those with €& = 0. Any pulse with x or —x phase rotates them
in the yz plane of the rotating frame, and as they do not acquire an additional
phase during free evolution, they never leave that plane.

The relative phases between pulses are relevant when there are several wanted
pathways, as their signals can interfere constructively or destructively, depending
on the pulse phases. A proper phase choice depends on what interferences are
possible and on what is to be measured. A prominent example of this is the five-
pulse ESEEM experiment, where a relative phase of =90° between the first and
the third pulse ensures that the signals from the two pathways of interest, (+,
-, 0, +, =) and (—, +, 0, +, —), have opposite phases and subtract, so that
the nuclear modulation can be observed. This is discussed in detail in Sect. 6.

In addition to determining the interference between wanted pathways, the rela-
tive phases between pulses can be used to phase-separate wanted and unwanted
signals: by phase shifting the last pulse in a sequence by +90°, all pathways that
are not affected by the last pulse (Apy = 0) do not change their phase, whereas
all other signals are phase-shifted by =90° or =180° (see Eq. (5)). In ESEEM
experiments, all Ap, = 0 signals are unwanted, therefore an at least partial phase
separation of wanted and unwanted signals can be achieved by such a last-pulse
shift. Surprisingly, this works in three-pulse ESEEM and HYSCORE and reduces
the number of steps necessary in phase cycling. In Sect. 6, we examine this in
detail.

5 Phase Cycling

With a full list of wanted and unwanted pathways and properly phased pulses to
achieve the desired relative phase between wanted pathways, we can proceed to
determining suitable phase programs that remove unwanted pathways. Although
attempts have been made to compute them directly from the list of wanted and
unwanted pathways [5], it can in general only be done by examining a list of
possible phase programs. Here we restrict ourselves to the original and most
common class of phase programs, nested phase cycles. More recent and uncon-
ventional schemes like cogwheel phase cycles [6, 10] or noncycling phase pro-
grams [5] have been shown to yield programs with fewer steps in some cases in
NMR, though their utility in EPR, with its much smaller numbers of pulses and
coherence orders, still remains to be evaluated.

In a nested phase cycle, the phases of pulses or pulse blocks are cycled in-
dependently, in a nested fashion. For example, when in a three-pulse sequence
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with starting phases xyx the first and second pulse are blocked together and cycled
through 180° and the third pulse is cycled through 90° independently of the first
two, the following sequence of phase cycle steps is obtained: xyx, xyy, xyx, xyy,
Xyx, Xyy, xyx and xyy. By convention, the rightmost block is cycled first, i.e., it
forms the innermost of the nested loops. We use a shorthand notation for such
nested phase cycles. The sequence of pulse phases of the first step in the phase
cycle is written, and pulses or blocks of pulses are enclosed in parentheses if
they are cycled. Parentheses (...) indicate cycles in 180° steps, and square brack-
ets [...] indicate 90° cycles. The example above would be written (xy)[x]. This
notation does not include the LC coefficients, which have to be listed separately
in order to fully specify the phase cycle.

The search for effective phase cycles proceeds as follows. In a first stage,
all possible nested phase cycles for the given number of pulses are listed. To
achieve this, all possible pulse blockings are generated. For example, the pos-
sible blockings in a three-pulse sequence are 111, 112, 122, 123, where each
number indicates which block a pulse is assigned to. Each of the blocks in a
blocking can now be cycled in 360° (no cycling), 180° or 90° steps, thus yield-
ing a number of phase cycles for each blocking. In our example, the blocking
112 gives the two-step cycles 11(2) and (11)2, the four-step cycles 11[2], (11)(2)
and [11]2, as well as the eight-step cycles [11](2) and (11)[2] and the 16-step
cycle [11][2].

In the second stage, the LC coeffcients necessary to select the wanted path-
ways are computed for all steps in each cycle. For this, one of the wanted path-
ways c, with coherence order change vector Ap‘, is chosen as a pivot, and its
signal phase Y/ for each individual step is computed w© =" —¢-Ap©, where
¢ is the vector of pulse phases (shifts from zero phase). The LC coefficient nec-
essary for this step in the phase cycle is thus exp(iy()), since the pulse-phase
independent exp(it//(()“)) can be factored out and neglected.

With all the LC coeffcients determined, the list of nested phase cycles can
be shortened, as it contains many cycles that are equivalent to others. This be-
comes clear from the following. If the phases of all pulses are changed simulta-
neously by the same amount A¢g, then according to Eq. (5) the signal phase

changes by Ay = -Ag(p — p,)- For the observable pathways with p, = 0 and

p\¥ =1, this means that Ay = Ag. Thus, rotating all pulse phases and the LC
coefficient in a step by the same amount leaves all pathway signals of that step
unaffected. Therefore, every phase program is part of a class of equivalent phase
programs, where the individual steps differ only in their absolute phase and their
LC coefficients. In each class, all phase programs but one can be dropped. We
always keep one that removes the receiver DC offset, i.e., one where the sum
over all steps of the LC coefficient is zero. An example of two equivalent phase
cycles is (xx)x with LC coefficients +1, +1 and xx(x) with +1, —1. The latter
one eliminates any receiver offset and is therefore preferable.

Each of the phase cycles can now be examined in turn for its effectiveness.
For this, the signal phases of all pathways are computed for each step of the
phase cycle and then linearly combined using the LC coefficients. If the result is
zero, the pathway is eliminated by the phase cycle, otherwise, it is retained.
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Phase cycles are often chosen to have the smallest possible number of steps.
In principle, the number of steps has no impact on the signal-to-noise ratio per
time, but as many spectrometers have an overhead reprogramming time between
steps of a phase cycle, the number of steps matters in practice. If two phase cycles
have the same number of steps, those with the smallest number of pulse phases
needed are usually preferred, since they are easier to set up experimentally. The
specific design of the spectrometer (number of available pulse phases, channels
with fixed phases versus channels with fast phase switching) might also influ-
ence the choice.

6 ESEEM Experiments

In the following we use the methodology outlined above to examine phase cycles
for several standard ESEEM experiments. This is accompanied by numerical simu-
lations and experimental verifications. All phase cycles discussed below are sum-
marized in Table 1, including the LC coeffcients, which we omit in the text for
readability.

All experimental data (three-pulse ESEEM and HYSCORE) were acquired at
room temperature on a Bruker ElexSys E580 spectrometer at around 9.7 GHz.
Accurate measurement parameters are given in the legends of the figures where
the data are shown. For all experiments, Pittsburgh coal was used as a sample.

6.1 Two-Pulse ESEEM

The two-pulse ESEEM experiment, [90°—7180°—z—detect] is very simple: The
only pathway of interest is (+, —), and (0, —) and (—, —) are the only (poten-
tially) disturbing ones. The phase cycle (x)x removes both a receiver DC offset
and (0, —), i.e., unwanted signals due to the last pulse (FID, and ring-down af-
ter pulse). The pathway (—, —) does not normally interfere. If it does, a four-
step cycle x[x] can be used.

6.2 Three-Pulse ESEEM

The three-pulse ESEEM experiment, [90°—790°-T-90°—7 —detect], is traditionally
set up with all three pulses having the same phase, xxx. The amplitude of the
stimulated echo from (4, 0, —) is measured as a function of 7, and a four-step
phase cycle x(x)(x) is normally used to remove the signals due to crossing ech-
oes [19]. The echoes from (0, +, —) and (—, +, —) cross at T= 7 and T = 27,
thus have to be suppressed. This can be achieved by the simple two-step cycle
xx(x). The echoes from (+, +, —) and (+, —, —) cross at 7= 0, but as the
signal is acquired only for "= T;, > 0, they rarely disturb.

If the FID from the last pulse (0, 0, —) does not decay before the stimulated
echo, it is eliminated by the four-step cycle x(x)(x), which is therefore preferable
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Table 1. Phase cycles for ESEEM experiments.

Experiment® Pulse phases® LC coefficients® Notes®

2p ESEEM (x)x +1, —1 leaves (—, —)
x[x] +1, =1, +1, =1 complete

3p ESEEM xx(x) +1, =1 leaves (—, 0, —), FID
x(x)(x) +1, =1, =1, +1 leaves (—, 0, —)
x[x](x) +1, =1, —i, +i, =1, +1, +i, —i complete

HYSCORE xx(x)(x) +1, =1, +1, —1 leaves (—, 0, 0, —), FID
x(x)(x)(x) +1, =1, +1, =1, =1, +1, =1, +1  leaves (—, 0, 0, —)
x[x](x)(x) +1, =1, +1, =1, =i, +i, —i, +1i, complete

=1, +1, =1, +1, +i, =i, +i, -1,

5p ESEEM yyx(xx) +1, —1 leaves FID; 2p ooph
() (xx) +1, =1, =1, +1 sp
YyI(x)xx +1, -1, =1, +1, +1, =1, =1, +1  complete for Az, =0

6p HYSCORE yyx(x)(xx) +1, =1, +1, -1 leaves FID; 2p ooph
Wy (x)(x)(xx) +1, =1 +1, =1, =1, +1, =1, +1 sp

2p ESEEM re x[x]xxx +1, =1, +1, =1 leaves (£, ¥, 0, 0, —)
x(x)x(x)x +1, =1, +1, —1 leaves 2p; (+, +, 0, —, —)
x[x]x(x)x +1, +1, =1, =1, +1, +1, =1, —1 complete for 7, > 7

3p ESEEM re 2x(2xxx) +1, =1 leaves FID, 2p
() (x)xxxx +1, =1, =1, +1
() (x)xxx(x) +1, +1, =1, =1, =1, —1, +1, +1 for 7, =27

HYSCORE re 2xx(x)(xxxx) +1, =1, +1, =1 leaves FID, 2p
() () (x)xxxx +1, +1, =1, =1, =1, =1, +1, +1

5p ESEEM re yyx(xxyyy) +1, =1 keeps all focused, FID
) (@)xxyyy +1, =1, =1, +1 (£, ¥, 0,0, 0, 0, +, —) ooph
) (@) (x)xyyy +1, =1, =1, +1, +1, =1, =1, +1

6p HYSCORE re  yyx(x)(xxyyy) +1, -1, +1, -1 keeps all focused, FID
ov)@)@)xxyyy  +1, +1, -1, =1, =1, =1, +1, +1 (£, ¥, 0, 0, 0, 0, 0, +, —) ooph
@@ X)Xy +1, =1, +1, =1, =1, +1, =1, +1,

1, +1, =1, +1, +1, =1, +1, —1

* p, pulse; re, remote echo detection.

® Notation explained in text.

¢ FID: FID after last pulse; 2p: two-pulse echo generated by the last two pulses; ooph: out of phase;
sp: for 7, # 7,, 7, # 21, 27, # 7, only.

to the two-step cycle. It turns out that it does not remove the delayed FID from
(=, 0, —). In the rare case where this contribution is significant, an eight-step
cycle x[x](x) has to be used.

Surprisingly, phase cycling can be avoided if the nonstandard pulse phases xxy
are used. By shifting the third pulse phase by +90° relative to the first two, the
phases of all crossing echoes are shifted by 180°, whereas the stimulated echo is
shifted by +£90°. That is, the echo of interest and the disturbing ones appear in
different receiver channels. If the spectral hole generated by the first pulse is sym-
metric, signals from the crossing echoes are completely absent from the receiver
channel that contains the three-pulse echo, and phase cycling is not necessary.

In ESEEM, echoes give only one nonzero signal, the orthogonal-phase signal
being zero, unless the spectral hole burned by the first pulse is not symmetric
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around the carrier frequency. This can happen, if the EPR line shape varies sig-
nificantly over the excitation width of the pulse or if the excitation profile of
the pulse itself is not symmetric, e.g., if the spectrometer frequency does not
exactly match the frequency of the resonance mode. In these cases, a residual
signal is visible with phase orthogonal to the echo. The integral of this signal
over a small interval centered on the echo, however, can still be very small, as
the positive and negative regions of the signal cancel.

The interesting phase separation of the echoes is experimentally demonstrated
in Fig. 2. Five echoes from (+, —, —), (+, 0, =), (—, +, —), (0, +, —) and
(+, +, —) are visible. They all appear in one channel when the pulse phases
xxx are used (Fig. 2a). For the pulse phases xxy, all echoes after the last pulse
change sign, and the stimulated echo from (+, 0, —) moves to the other chan-
nel, which is, apart from small out-of-phase residues, free of the other echoes.
As is seen in Fig. 2b, the modulated decay of the stimulated echo is similarly
free of echo crossing artifacts. The FID from (0, 0, —) is shifted by 90°, just as
the stimulated echo, and a two-step cycle (x)xy should be used if it disturbs.

Ao, xxy

01 (=+,7) XXy |
140+~ 1
5 .‘(,( ) (+.0.-)
-10 1 4
01 1 151 .
0 0.5 1 0 0.5 1
T (us) T (us)

Fig. 2. Three-pulse ESEEM measurements on Pittsburgh coal (9.695 GHz, 345.49 mT, room tem-

perature). Pulse lengths 16 ns, pulse phases xxx (left) and xxy (right). a Transients (7= 140 ns,

T'= 420 ns). b Echo amplitude modulations (7= 100 ns, 7, = 48 ns). Solid lines, receiver chan-
nel A (phase 0°); dashed lines, receiver channel B (phase 90°).
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6.3 HYSCORE

In the HYSCORE experiment, [90°-7-90°—f—180°—,-90°—r—detect], the signal is
acquired as a two-dimensional function of ¢, and ¢,. Similar to the three-pulse
ESEEM experiment, the HYSCORE experiment is carried out with all four pulses
having identical phases, xxxx. A total of 18 disturbing echoes can appear with
the same phase as the HYSCORE echo from (+, 0, 0, —), as illustrated by a
simulation in Fig. 3a. These echoes give rise to spurious signals, since they cross
the detection point along several lines in the (¢,,#,) domain. In Fig. 3b, these crossing
echo lines and the corresponding pathways are shown schematically.

To remove the disturbing signals, Gemperle et al. [2] have devised several
phase cycles, depending on whether the pulses can be considered ideal and
whether FIDs are negligible. The case of ideal pulses is of little practical rel-
evance. For nonideal pulses, the four-step cycle xx(x)(x) removes all crossing
echoes and is the most commonly used. It retains the pathways (—, 0, 0, —) and
(0, 0, 0, —). If the signal from the latter (FID or the ringing of the last pulse)
overlap with the echo, an eight-step cycle x(x)(x)(x) should be used. In the highly
unlikely case that the signal from (—, 0, 0, —), a delayed FID, interferes, the
16-step program x[x](x)(x) can eliminate it.

If the last pulse is shifted by +=90°, a phase separation between the HYSCORE
echo and the majority of unwanted crossing echoes can be achieved, similar to
three-pulse ESEEM. This is shown in Fig. 3a. The unwanted crossing echoes
remaining in phase with the HYSCORE echo are from the pathways (+, —, 0, —),
(+, +,0, =), (0, +, 0, —) and (—, +, 0, —) and cross the HYSCORE echo at
t, = 0, 7, 27, independent of 7,, as illustrated in Fig. 3b. Because these crossings
appear parallel to the z, axis in the acquired data, they can be easily removed by

t.
a 2/T | | b
o o
T |z
| e
A l r
' o
|
| Y
_/_3+_ 77+7 +0+— o h
||O=+~/,00+—, / 0+t X><\2
N —io- Pot- N 44— SN / 00+—
e DY s i 1
L N
+00— /V 0+0-!++0- N +0+—, +0——
T T T T T T T T K
0 400 800 1200 1600 0 1 2 ti/t
t(us)

Fig. 3. a Phases of echoes in the HYSCORE sequence. Upper two traces: phasing xxxx, lower two

traces: phasing xxxy. Note that the signal from (+, —, 0, —) cannot be observed for the shown

delay lengths (7= 100 ns, t, = 250 ns, ¢, = 390 ns). b Position of all 14 unwanted echo crossings

in the HYSCORE time-domain signal, generated by 18 disturbing echoes, labelled by their associ-
ated pathways.
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a linear baseline correction along #,. Therefore, phase cycling can be avoided if
the phasing xxxy or xxxy is used.

Figure 4 gives an experimental demonstration of this scheme. In Fig. 4a, the
signal resulting from the sequence with the standard phases xxxx is shown. All
echoes appear in the lower channel, the residuals in the upper channel are very
weak. For the pulse phasing xxxy , the HYSCORE echo (including its nuclear
amplitude modulation by nuclear coherence transfer echoes) and the crossing echo
artifacts parallel to ¢, shift to the upper channel (Fig. 4b). After baseline correc-
tion, the time-domain signals in Fig. 4c are obtained. The upper channel is now
free of artifacts. The echo crossings parallel to the ¢, = ¢, diagonal are clearly
visible in the lower channel, as they are not removed by baseline correction.

Analogous to three-pulse ESEEM, the signal contamination from (0, 0, 0, —)
has the same phase as the echo of interest and can only be removed by applying
a 16-step cycle x(x)(x)(y), if necessary.

6.4 Five-Pulse ESEEM

In the five-pulse ESEEM experiment [14], [90°-7,—180°-7,—90°-T-90°—7,—180°—
r,—detect], the signal is acquired as a function of 7. There are three focused path-
ways contributing to the signal: the unwanted two-pulse echo (0, 0, 0, +, —)
(designated henceforth as E;) and the two wanted five-pulse echoes (+, —, 0,

b C
0.6 - - 0.6 -
2 0.4+ L 2 0.4+
o S
0.2 : 0.2
0 : . : 0 — : 0 ; ; ;
0 02 04 0.6 0 02 04 06 0 02 04 06
ty (us) ty (Hs) ty (us)
0.6 - - 0.6
2 0.4 - ) 2 04 -
s S S
0.2 4 l : 0.2
: g
0 . , . 0 . , . 0 . . .
0 02 04 0.6 0 02 04 06 0 02 04 06
ty (us) ty (us) ty (us)

Fig. 4. HYSCORE time-domain signals from coal (9.6380 GHz, 343.44 mT, room temperature). a Pulse

phases xxxx, b pulse phases xxxy, ¢ data from b after baseline correction along ¢, and ¢,. Parameters:

7= 140 ns, t,, = t,, = 48 ns, At, = At, = 8 ns. Top, channel A; bottom, channel B. The greyscales
in the six plots are not to scale.
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+, —) and (—, +, 0, +, —) (labelled as E, and E_, respectively), whose ampli-
tudes are modulated along T.

The signals of the two wanted pathways are given by E, =V, £ V_ (D),
where V), is the unmodulated part, and V, , is the modulating one [17]. If all
pulses have the same phase, the two pathway signals have the same phase, £
and E_ add, and the modulating parts of the two pathways cancel. If the third
pulse is phase-shifted by 90°, the signals of the two pathways shift by 90° in
opposite directions, since Ap; = =1. As a consequence, they are now phase-shifted
by 180°, so that £, and E_ are subtracted, and the modulating components add
up, whereas the constant parts cancel. The conventional choice of phases to
achieve this subtraction is yyxxx [14, 17]. In a full analysis it turns out that the
only requirement to obtain the subtraction is that the first and the third pulse have
to be orthogonal. The phases of the other pulses are irrelevant.

The two-step phase cycle yyx(xx) as given in ref. 14 removes all crossing
echoes but retains the two-pulse echo from the focused pathway (0, 0, 0, +, —).
This is usually of little concern, as it is phase-shifted by 90° with respect to the
two pathway signals of interest. Its out-of-phase component, if present, only adds
a possibly sloping baseline to the five-pulse ESEEM signal. For quantitative work
it should be suppressed using a four-step cycle, e.g., yy(x)(xx). If the spectrom-
eter has only available 180° phase shifts, phase-cycled five-pulse ESEEM cannot
be implemented.

The fact that there are two fixed delay lengths, 7, and 7,, complicates the
analysis substantially. In the special cases 7, = 7,, 7, = 27, and 27, = 7,, there
exist additional focused three-pulse echoes that coincide with the two five-pulse
echoes: (0, +, 0, 0, —), (+, 0, 0, 0, —) and (+, +, 0, —, —) for 7, = 17,,
©, +,0, —, —) and (+, 0, 0, —, —) for 7, =27, and (+, +, 0, 0, —) for
27, = 7,. Even for small deviations from these conditions, the echoes form very
close to the detection point, so that they may interfere. It is not clear whether
their modulations are generally in phase with the modulations of the five-pulse
echoes or not. However, due to the pulse flip angles employed, the amplitudes
of these echoes are usually small and can be neglected. If not, the eight-step phase
cycle y[y](x)xx removes them.

The four-step phase cycle from [17] cannot be written in our shorthand no-
tation, as it is not a nested cycle. In explicit form, it consists of the steps yyxxx,
yyxxx, yyxxx and yyxxx with the LC coefficients +1, —1, —1, +1, if we phase-
invert the original steps 2 and 3 to remove the receiver offset. This cycle re-
moves all crossing echoes but retains (0, 0, 0, 0, —). Interestingly, it eliminates
(+, +, 0, 0, —) for 27, = 7,, in contrast to the four-step cycle yy(x)(xx).

6.5 Six-Pulse HYSCORE

The six-pulse HYSCORE experiment [15, 17], [90°-7,—180°-7,—90°—¢,—180°—z,—
90°—7,—~180°—1z,—detect], with pulse phases yyxxxx, is based on five-pulse ESEEM,
where a 180° pulse dividing the delay 7T into ¢, and ¢, is inserted. The echo
amplitude is measured as a two-dimensional function of ¢, and ¢,. As in five-pulse
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ESEEM, there are three focused pathways: the wanted (+, F, 0, 0, +, —), and the
unwanted (0, 0, 0, 0, +, —). For the special cases 7, = 7,, 7, = 27, and 27, = 1,,
there are again additional focused but unwanted three-pulse echo pathways. How-
ever, these have very small amplitude and can usually be neglected.

The pulse phasing with the four-step cycle xx(y)(x)yx proposed in ref. 15 is
ineffective, as it actually eliminates the signals of interest and retains many cross-
ing echoes. But it can be corrected if the first two pulses are cycled together with
the third pulse, i.e., (xxy)(¥)yx. Then the phase cycle works properly and removes
all but the three focused pathway signals, which have the correct relative phases.
The phase cycle (yyx)(x)xx as proposed in ref. 17 achieves the same result, as does
the equivalent yyx(x)(xx), which we prefer because of its consistency with the five-
pulse ESEEM phase cycle. To eliminate the two-pulse echo due to (0, 0, 0, 0, +, —),
an eight-step cycle like yy(x)(x)(xx) is necessary. To completely eliminate all dis-
turbing pathways for all 7;,7, combinations, an excessively long phase cycle might
be necessary. In practice, the ones shown here seem to be suffcient.

6.6 Remote Echo Detection

Often, echo modulations in two-pulse ESEEM decay very rapidly so that it is in-
dispensable to measure them for very small 7 values. In the other ESEEM experi-
ments, short 7 values are often necessary to control the z-dependent suppression
of peaks. However, 7 values (= ¢,) cannot be shorter than the spectrometer’s dead
time. To circumvent this limit, an additional pulse block [90°-T, —90°-7 ~180°-,]
is appended to a pulse sequence, with the first pulse at the point where the echo
of interest occurs and out of phase with this echo (remote echo detection, [16]).
The first pulse stores the magnetization as polarization, which is then measured by
the two-pulse-echo sequence. 7 of the original sequence can now be chosen as short
as necessary, and only 7,, must be larger than the dead time. This remote echo
detection increases the number of coherence transfer pathways by a factor of 27
and the number of wanted pathways by a factor of two. Usually, T, is chosen to
be much longer than T, so that all pathways with coherence order +1 during that
delay decay. But this is not mandatory. On the contrary, often it is desirable to
keep T, relatively short in order not to lose signal due to longitudinal relaxation.

Remote-echo-detected two-pulse ESEEM [16] requires four phases and four
steps to remove all pathways except the two wanted, (=, *, 0, +, —), using
the cycle x[x]xxx. This cycle also removes the pathway (0, 0, 0, 0, —). The
eight-step cycle x[x]x(xx) proposed in ref. 16 for the case T, < T, is not nec-
essary, as the four-step cycle works for any length of T,,. This experiment is
more difficult on spectrometers with only 180° phase shifts. In that case, the
phase cycle x(x)x(x)x can be used, which however keeps the unwanted three-
pulse echo (+, +, 0, —, —).

In remote-echo-detected three-pulse ESEEM, the focused pathways are
(%,0,+,0,+, =) and (0, 0, 0, +, —). Only the first two are wanted. If one can
tolerate the two-pulse echo and the transient from (0, 0, 0, 0, —), the two-step
cycle xx(xxxx) is sufficient. Among the many four-step phase cycles that yield
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the wanted pathways only, (x)(x)xxxx is a possible choice. In the special case
27 = 1, the additional pathway (+, 0, +, 0, 0, —) is focused, and an eight-
step cycle like (x)(x)xxx(x) would be required to cleanly eliminate its contribu-
tion, hence this particular choice of 7,, should be avoided.

For remote-echo-detected HYSCORE, there are many eight-step phase cyc-
les that remove all unwanted crossing echoes, retaining only the wanted
(#,0,0, =, 0, +, —), if we assume Az, = 0. One among these phase cycles is
(x)(x)(x)xxxx. If the two-pulse echo of the last two pulses and the FID from
the last pulse are of no concern, then xx(x)(xxxx) can be used.

The remote-echo-detected version of five-pulse ESEEM is very complex, as
it contains three different fixed delay lengths and eight pulses. When specific
values of 7, 7, and 7, are chosen, a full computer-aided pathway analysis is
feasible and an effective phase cycle can be found. However, for arbitrary val-
ues, this is not possible anymore, and here we can only look at the limiting
case At,, = 0. It requires an eight-step cycle, e.g., (yy)(x)(xx)yyy to suppress
all crossing echoes and keep only (+, +, 0, +, —, 0, +, —) and (%, F, 0, —,
+, 0, +, —). The four-step cycle (yy)(x)xxyyy preserves in addition the focused
unwanted (£, ¥, 0, 0, 0, 0, +, —), but they are out of phase.

Remote-echo detection in six-pulse HYSCORE is a nine-pulse sequence, and
the pathway analysis is lengthy. There are a total of 6561 pathways, of which over
1000 are visible, depending on the relative lengths of 7, 7,, 7, and the starting
values of ¢, and ¢,. The four wanted pathways are (+, ¥, 0, 0, +, —, 0, +, —)
and (£, ¥, 0, 0, —, +, 0, +, —). With the simplifying assumption Az, = 0, the
cycle yyx(x)(xxyyy) keeps all focused echoes and the last-pulse FID. (yy)(x)(x)xxyyy
removes all crossing signals, and sends all focused unwanted ones out of phase.
One of the many 16-step cycles that eliminate all unwanted signals in this limiting

case is (1y)(xX)(xX)()xyyy.

7 Conclusions

We have used a general procedure to devise and evaluate phase cycles for ESEEM
experiments. The method is based on first determining electron coherence transfer
pathways that contribute to the measured signal and then finding a nested phase
cycle that specifically blocks the unwanted ones while retaining the desired ones.

We have applied the method to several standard and advanced ESEEM se-
quences, with up to nine pulses. As a result, we obtained several recommend-
able phase cycles for each experiment. Most known and published phase cycles
are found valid. We have proposed new phase cycles for several experiments
including remote echo detection.

We have found unconventional pulse phasings for three-pulse ESEEM (xxy)
and HYSCORE (xxxy) which render phase cycling superfluous in the case of a
symmetrically excited line. As this is of course a special case, and as there exist
short phase cycles for these experiments, these phasings are in practice irrelevant
for simple sequences. However, the underlying concept of reducing the number
of necessary steps in a phase cycle by shifting the phase of the last pulse is
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interesting and can be useful as a work-around for long pulse sequences where
proper phase cycling would require too many steps.

For experiments with more than six pulses, the compact phase cycles given
in this work are not guaranteed to be effective for all combinations of fixed de-
lay lengths that appear in the sequence. If they are found to be incomplete, it is
best to use the presented method to devise a phase cycle tailored to the particu-
lar combination of delay lengths at hand.

All phase programs in this paper are nested phase cycles. It might be possible
that a more complete search will discover more effective phase programs with fewer
steps in some cases.
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